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#### Abstract

This paper proposes a scheme for querying big graphs with a single machine. The scheme iteratively contracts regular structures into supernodes and builds a hierarchy of contracted graphs, until the one at the top fits into the memory. For each query class $Q$ in use, supernodes carry synopses $S_{Q}$ such that queries of $Q$ are answered by using $S_{Q}$ if possible, and otherwise by drilling down to the next level with decontraction of a bounded size. Moreover, we show how to adapt a variety of existing sequential (singlemachine) algorithms to the hierarchy by reusing their logic and data structures. We also provide a bounded incremental algorithm to maintain the contracted graphs in response to updates, such that its cost is determined by the sizes of changes to the input and output only. Using real-life and synthetic graphs, we experimentally verify that with a single machine, the hierarchy is able to compute exact query answers when memory is as small as $7.6 \%$ of graphs, speeds up various applications by 9.8 times on average, and is even 120.1 times faster than some parallel graph systems that use 6 machines.
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## 1 INTRODUCTION

Computations on big graphs are often costly and resource demanding. Consider checking the connectivity of a graph with billions of nodes and trillions of edges, e.g., Hyperlink 2012 Web graph [61]. This routine application takes 341 s on a 1000 -node cluster with 12000 processors and requires at least 128 TB memory [70]. The cost is more staggering when it comes to, e.g., graph pattern matching (subgraph isomorphism), which is intractable (cf. [35]).

One might think that we could accommodate big graphs by em-

[^0]ploying parallel systems and adding more processors when needed. However, the use of more processors comes with higher communication cost. As indicated in [60], many parallel graph systems "have either a surprisingly large COST, or simply underperform one thread" due to the overhead. Moreover, many algorithms are not parallelly scalable, i.e., it is not guaranteed that the more processors are used, the faster the algorithms run. Worse yet, there exist graph computation problems for which the parallel scalability is beyond reach, i.e., no matter how many processors are added, the computation takes no less time regardless of what algorithms are used [30]. Even when parallel graph computations are effective, employing 12000 processors is beyond the capacity of many companies, which can typically afford only limited computing resources.

A variety of approaches have been explored to tackling this problem. One approach is to make big graphs small, e.g., graph summarization [54] and compression [14]. However, these techniques target a specific query class, while in practice, multiple applications (different query classes) often run on the same graph. It is impractical to maintain a different compressed dataset for each application in use. Furthermore, there is no guarantee that the summaries or compressed graphs are small enough to fit into the memory and moreover, retain sufficient information to compute exact query answers. Another approach is proposed by GraphChi [47]. GraphChi simulates parallel computations with parallel sliding windows on a single machine, by using disk as memory extension. Mosaic [56] optimizes GraphChi by exploiting the heterogeneous devices. However, this approach requires users to recast existing graph algorithms into a vertex-centric model, and is picky on the types of computations; it is not efficient for, e.g., dynamic ordering.

These give rise to several questions. Is it possible to make graphs small enough to fit into the memory of a single machine, and support multiple applications on the same graph? Is it within the reach to handle multiple query classes and compute exact answers? Can we adapt existing single-machine algorithms to the setting, instead of recasting the algorithms into a new computation model?

These questions concern whether we can query big graphs under limited resources. The capacity is also needed by mobile devices and secure computation [20], which can only handle limited amount of data. It also helps companies reduce cost and improve efficiency.

Contributions \& organization. This paper proposes a new scheme for answering these questions, in the affirmative.
(1) A hierarchical scheme (Section 2). We propose a scheme that represents a big graph in a hierarchy. It iteratively contracts regular structures into supernodes, until the one at the top level fits into the memory of a single machine. For each query class $Q$ in use, supernodes carry synopses $S_{Q}$ of data needed for answering queries of $Q$. The depth of the hierarchy is determined by resources available. We find that typically 2-4 levels suffice to cope with real-life graphs.

The scheme is generic and lossless, i.e., it is able to compute exact answers to different classes of queries using the same hierarchy.
(2) Contracting algorithm (Section 3). We develop an algorithm to contract a graph into a hierarchy, by contracting frequent regular structures of different types of graphs, e.g., knowledge bases, Web graphs, transportation networks, collaboration and social graphs. We also define common synopses of these regular structures.
(3) Exact query answers (Section 4). We show how to adapt existing sequential (single-machine) graph algorithms to the scheme by reusing their logic and data structures. Given a query $Q \in Q$, we start the evaluation at the top level of the hierarchy. We answer $Q$ with synopses $S_{Q}$ if possible, and drill down to the next level by decontraction otherwise, one at a time within a bounded size.

The scheme is able to compute exact query answers. Moreover, it speeds up processing of a variety of queries. As a proof of concept, we pick six query classes: PageRank (PR), label-constrained connectivity (LCC), subgraph isomorphism (Sublso), clique decision (CD), connected component (CC) and regular path query (RPQ), based on the dichotomies below:

- local (Sublso, PR, CD) vs. non-local (LCC, CC, RPQ);
- labeled (Sublso, LCC, RPQ) vs. non-labeled (PR, CD, CC);
- NP-hard (Sublso, CD) vs. tractable (PR, LCC, CC, RPQ).

These represent applications such as graph traversal (LCC), pattern matching (Sublso), online queries (PR), community search (CD) [63], graph partition and random walk (CC) [41], and database query language (RPQ). We show that all these queries can be exactly answered with synopses, without decontracting any supernodes of regular structures, sometimes even without any decontraction.

In principle, the scheme is able to support queries of any $Q$ on big graphs, subject to I/O cost. Nonetheless, as indicated above, only limited decontraction and I/O are needed in many cases.
(4) Incremental contraction (Section 5). We develop an incremental algorithm to maintain the contracted scheme in response to updates to the original graph $G$, with a single machine. We show that the algorithm is bounded [65], i.e., its cost is determined by the size of the areas affected by the updates, not by the size of the entire $G$.
(5) Experimental study (Section 6). Using real-life and synthetic graphs, we empirically verify the following. (a) To perform comparably with memory-based approaches, the contraction hierarchy is able to compute exact query answers when memory is as small as $7.6 \%$ of graphs. On average, (b) it is 705.7, 49.6 and 14.1 times faster than single-machine solutions GraphChi [47], Mosaic [56] and COST [60] for PR, LCC, Sublso, CC, CD and RPQ (GraphChi could not complete within 2 hours for Sublso and both GraphChi and Mosaic ran out of memory for CD), respectively. (c) It even outperforms parallel systems that use multiple machines. It is (i) 74.3, 1.3, 2.4 and 404.7 times faster than PowerGraph [36] that uses 6 machines for LCC, PR, Sublso and CC, respectively; it is faster than (ii) GRAPE [4,33] for LCC, Sublso, CC and RPQ using 2, 1, 5 and 1 machines, respectively; (iii) Gemini [80] for LCC, Sublso and CC using 6, 3 and 6 machines, respectively; and (iv) LA3 [6] for LCC, Sublso, CC and RPQ using 6, 6, 6 and 1 machines, respectively. (d) Our incremental contraction algorithm is effective. It is faster than batch contraction even when $|\Delta G|$ is up to $25 \%|G|$.

Related work. We categorize the related work as follows.
(1) Reducing big graphs. Graph compression [23, 28, 42, 57] and graph summarization [49, 54, 73] aim to reduce big graphs by merging nodes or subgraphs into supernodes. Graph compression computes query-equivalence relations and merges "equivalent" nodes; e.g., $[28,42]$ answer reachability queries by merging nodes in the same transitive closure. Graph summarization generates summaries for nodes or subgraphs; e.g., [49] aggregates node clusters into supernodes labeled with the numbers of edges within and between the clusters, for adjacency, degree and centrality queries.

As opposed to the prior work, (a) our scheme is generic and lossless. In contrast, graph compression is query dependent and summarization is usually lossy. (b) We can adapt existing algorithms to the scheme by using their logic and data structures while new algorithms often have to be developed for compression and summarization. (c) Our scheme aims to reduce graphs to fit into memory, which is not guaranteed by compression and summarization.

Closer to this work is [29], which proposes to contract graphs as an optimization strategy. This work substantially extends [29]. (a) We contract graphs under a memory constraint to support multiple applications on a single machine. In contrast, [29] does not have to conform to a predefined memory bound. (b) To cope with memory bound, we contract a graph into a hierarchy, as opposed to a single contracted graph of [29]. (c) We contract a variety of frequent regular structures based on the types of graphs (see Section 3), and develop their synopses. In contrast, [29] adopts an one-size-fit-all solution and contracts only cliques, paths and stars for all types of graphs. (d) We experiment with larger graphs to evaluate the capacity of a single machine for querying big graphs.
(2) Querying big graphs. To scale with big graphs, several parallel graph computation systems have been developed, e.g., PowerGraph [36, 55], Giraph++ [72], GRAPE [5, 33], Gemini [80], LA3 [6] and Pregel+ [77]. These systems partition a big graph into small parts and process all parts in parallel. However, parallel computations are not effective for all problems [30]; many parallel systems incur heavy communication cost and cannot beat the best single-threaded implementation [60]. Worse still, a large cluster of machines is often beyond the reach of those companies with limited resources.

A different approach is to query big graphs with a single machine, e.g., GraphChi [47], Mosaic [56], GridGraph [22] and NXgraph [77]. Below we discuss representative GraphChi and Mosaic. GraphChi splits an input graph into disjoint intervals, which are stored in disks by using disk as memory extension. It adopts vertex-centric model and parallel sliding windows (PSW) to extract induced subgraph with non-sequential disk accesses to the intervals. PSW runs the user-defined update-function for each vertex, modifies values and writes updated values back to the disk in parallel. Mosaic uses a 2-level scheme to partition a graph into disjoint sets of edges, called tiles. Such tiles are compressed with local vertex identifier to fit into the last level cache and are processed following the Hilbert order. Mosaic also adopts the vertex-centric model, while exploiting the massive parallelism provided by modern heterogeneous hardware.

GraphChi, Mosaic and this work aim to query big graphs with a single machine. Our scheme differs from GraphChi and Mosaic

(a) original graph $\mathrm{G}_{0}$

b) $\mathrm{G}_{1}$

(e) Synopses for $\mathrm{G}_{2}$

| Node | Synopses |
| :--- | :--- |
| $s_{1}$ | $S\left(s_{1}\right) \cdot$ type $=$ clique, $S\left(s_{1}\right) \cdot$ size $=4$ |
| $s_{2}$ | $S\left(s_{2}\right) \cdot$ type $=$ clique, $S\left(s_{2}\right) \cdot$ size $=5$ |$|$| $s_{3}$ | $S\left(s_{3}\right) \cdot$ type $=$ diamond, $S\left(s_{3}\right) \cdot$ size $=4, S\left(s_{3}\right) \cdot s_{1}=u_{6}, S\left(s_{3}\right) \cdot s_{2}=u_{8}$ |
| :--- | :--- |
| $s_{4}$ | $S\left(s_{4}\right) \cdot$ type $=$ butterfly, $S\left(s_{4}\right) \cdot$ size $=5, S\left(s_{4}\right) \cdot s=k_{10}$, <br> $S\left(s_{4}\right) \cdot e=\left(k_{6}, k_{7}\right),\left(k_{8}, k_{9}\right)$ |
| $s_{5}$ | $S\left(s_{5}\right) \cdot$ type $=\operatorname{star}, S\left(s_{5}\right) \cdot$ size $=5, S\left(s_{5}\right) \cdot c=u_{13}$ |

(d) Synopses for $\mathbf{G}_{1}$

Figure 1: Hierarchical contraction scheme
in the following. (a) Our scheme annotates supernodes with synopses. As will be seen in Section 4, the synopses often have enough information to answer queries without the need for decontraction and hence, without disk accesses. (b) GraphChi splits nodes into disjoint intervals and stores edges with the same head together in the same interval. Mosaic partitions a graph into tiles following the Hilbert order and yields a compact representation for each tile. In contrast, our scheme contracts regular structures into supernodes, including their edges. Hence, when decontraction is necessary, our scheme needs only sequential disk accesses to load a subgraph, while GraphChi and Mosaic require non-sequential disk accesses. (c) One can often adapt existing single-machine graph algorithms to the hierarchical scheme by reusing their logic and data structures, while GraphChi and Mosaic require users to recast the algorithms into a vertex-centric model. (d) As a result of using PSW, loading the neighborhood of a single node on GraphChi [47] has to scan all edges in disk; similarly for Mosaic since it is also vertex-centric. In contrast, our scheme is "graph-centric" and can accommodate existing single-machine graph algorithms.
(3) Bounded evaluation. Bounded evaluation is another approach to making big graphs small [18, 21, 26]. Given a query $Q$ on a big dataset $D$, it is to access a subset $D_{Q}$ of $D$ by leveraging an access schema $\mathcal{A}$, such that $Q\left(D_{Q}\right)=Q(D)$ and the cost of identifying and fetching $D_{Q}$ is decided by the sizes of $Q$ and $\mathcal{A}$, regardless of the size of $D$. The idea has been extended to graph pattern matching [19].

This work is quite different. (1) Bounded evaluation requires to build and maintain access schema. As indicated in [19], the size of access schema schema could be as large as the original graph. (2) To support multiple applications, for each of the applications, bounded evaluation requires a different access schema, which is prohibitively costly. Hence bounded evaluation does not suffice to support multiple graph applications under limited resources.

## 2 A HIERARCHICAL GRAPH SCHEME

In this section, we present the hierarchical contraction scheme.
Preliminaries. We start with basic notations.
Graphs. Assume an infinite set $\Theta$ for labels. We consider undirected $\overline{\text { graphs }} G=(V, E, L)$ with labels on nodes and edges, where (a) $V$ is a finite set of nodes, (b) $E \subseteq V \times V$ is a bag of edges, and (c) for each node $v \in V$ (resp. edge $e \in E$ ), $L(v) \in \Theta$ (resp. $L(e)$ ) is a label.
Queries. A graph query is a computable function from a graph $G$ to, e.g., a Boolean value, a graph, or a relation. For instance, a query of
label-constrained connectivity (LCC) [10] on $G$ consists of two nodes $u, v$ in $G$ and a label set $L$; it is a Boolean function that returns true iff there exists a path from $u$ to $v$ on which all labels of the nodes are covered by $L$. A query class $Q$ is a set of queries of the same "type", i.e., all LCC queries. We also refer to $Q$ as an application. In practice, multiple applications often run on the same graph $G$.
Problem. We study the problem of querying graphs $G$ when (1) we can afford at most main memory of size $M$ to store the data of $G$, and a disk of an unbounded size. The disk is formatted into disjoint blocks, each of which has size $B$; and (2) the size of the entire graph $G$ exceeds $M$. We use a buffer of size $B$ in the main memory for loading subgraphs (blocks) from disk, at most one at a time.

- Setting: A graph $G$ stored in disk, query classes $Q_{1}, \ldots, Q_{n}$ in use, buffer size $B$ and memory capacity $M$ such that $|G|>M$.
- Objective: A hierarchy $\mathcal{H}$ of contracted graphs such that
- the contracted graph $G_{k}$ at the top level of $\mathcal{H}$ can reside in the memory, i.e., $\left|G_{k}\right| \leq M$;
- for all $i \in[1, n]$ and queries $Q \in Q_{i}$, exact answers $Q(G)$ can be computed in $\mathcal{H}$ (possibly with decontraction); and
- the cost of computing $Q(G)$ is minimized.

We next define the hierarchical contraction scheme.
Hierarchy. A hierarchical contraction scheme $\mathcal{H}$ consists of $k$ levels $\left\langle f_{C}^{1}, \mathcal{S}^{1}, f_{D}^{1}, f_{R}^{1}\right\rangle, \ldots,\left\langle f_{C}^{k}, \mathcal{S}^{k}, f_{D}^{k}, f_{R}^{k}\right\rangle$ with contracted graphs $G_{1}, \ldots, G_{k}$. We refer to $G_{i}$ and $\left\langle f_{C}^{i}, \mathcal{S}^{i}, f_{D}^{i}, f_{R}^{i}\right\rangle$ as the contracted graph and contraction scheme at level $i$, respectively, such that
(1) $G_{1}=f_{C}^{1}(G)$ and $G_{i}=f_{C}^{i}\left(G_{i-1}\right)$, i.e., $G_{i}$ is the contracted graph of $G_{i-1}$ by contraction function $f_{C}^{i}$ at level $i ; f_{C}^{i}$ contracts certain subgraphs $H$ of size at most $B$ in $G_{i-1}$ into supernodes $v_{H}$ in $G_{i}$;
(2) for each query class $Q$ in use, a synopsis function $S_{Q}^{i} \in \mathcal{S}^{i}$ is associated for answering queries of $Q$, which extends $S_{Q}^{i-1}$;
(3) $f_{D}^{i}$ is the decontraction function at level $i$ that restores each supernode $v_{H}$ in $G_{i}$ to its contracted subgraph $H$ in $G_{i-1}$;
(4) $f_{R}^{i}$ is a function at level $i$ that keeps track of nodes in subgraph $H$ of $G_{i-1}$ when $H$ is contracted into a supernode $v_{H}$ in $G_{i}$; as opposed to $f_{D}^{i}, f_{R}^{i}$ does not restore the structure of $H$; and (5) the contracted graph $G_{k}$ at the top level has size at most $M$. The depth $k$ of the hierarchy is determined by the size of $G$ and the resources available. Only $G_{k}$ resides in the main memory. Labels of both nodes and edges are only stored once as synopses of $G_{1}$.

| Symbols | Notations |
| :--- | :--- |
| $G(V, E, L)$ | labeled graph |
| $Q, Q$ | query class $Q$, query in $Q$ |
| $M, B$ | main memory size and buffer size |
| $\mathcal{H}, G_{i}$ | hierarchical contraction scheme, contracted graph at level $i$ |
| $f_{C}^{i}, \mathcal{S}^{i}, f_{D}^{i}, f_{R}^{i}$ | contraction, synopsis and decontraction functions at level $i$ |
| $N$ | the largest number of edges contracted to a superedge |
| $v_{H}, H$ | subgraph $H$ in $G_{i-1}$ contracted into a supernode $v_{H}$ in $G_{i}$ |
| $V(H), E(H)$ | the node set and edge set of subgraph $H$, respectively |
| $k_{l}, k_{u}$ | the lower and upper size bound of the regular structures |

## Table 1: Notations

Example 1: Figure 1 shows a 2-level contraction hierarchy. Graph $G_{0}$ (Fig. 1(a)) is a fraction of Twitter network, in which a node denotes a user $(u)$, a tweet $(t)$ or a keyword $(k)$. An edge indicates the following: (1) $\left(u, u^{\prime}\right)$, a user follows another; (2) $(u, t)$, a user posts a tweet; (3) ( $t, t^{\prime}$ ), a tweet retweets another; (4) $(t, k)$, a tweet tags a keyword; (5) ( $k, k^{\prime}$ ), two keywords are highly related; or (6) $(u, k)$, a user is interested in a keyword. In $G_{0}$, subgraphs in dashed rectangles are contracted into supernodes, and the remaining nodes are mapped to themselves, yielding contracted graph $G_{1}$ at level 1 (Fig. 1(b)). In a similar manner, contracting subgraphs in dashed rectangles in $G_{1}$ yields contracted graph $G_{2}$ (Fig. 1(c)). Graph $G_{2}$ fits in memory and is at the top level of the hierarchy. Synopses are shown in Figure 1(d)-(e) and will be illustrated in Sections 3 and 4. $\square$

As will be seen in Section 4, the hierarchy is generic, i.e., the same hierarchy is used to answer different classes of queries, and the same synopses in $S_{Q}^{i}$ are used to answer all queries in $Q$. Moreover, it is lossless, i.e., we can compute exact query answers without loss of information, by means of the synopses and decontraction functions.
Contraction. We now outline how we contract a graph $G$ into a hierarchy $\mathcal{H}$. Starting from $G_{0}=G$ and $i=1$, we "recursively" contract $G_{i-1}$ into $G_{i}$ until we reach level $k$ such that $\left|G_{k}\right| \leq M$, in two phases. (1) At each level $i$ of $\mathcal{H}$, we contract regular structures only. (2) Phase (1) proceeds until we reach a level where $\left|G_{i}\right| /\left|G_{i-1}\right|>t_{p}$ and $0<t_{p}<1$ is a predefined threshold, i.e., when $G_{i}$ has no substantial improvement on $G_{i-1}$ by contracting regular structures; we then further conduct edge contraction and stop at level i, i.e., $i=k$ and $G_{k}$ is at the top level of $\mathcal{H}$. Below we elaborate the two phases.
Topology contraction. The contraction at level $i$ is carried out by function $f_{C}^{i}$, to build contracted graph $G_{i}$. (1) It maps each node $v$ in graph $G_{i-1}$ to a supernode in $G_{i}$, which either contracts a regular structure $H$ into $v_{H}$ or is node $v$ itself. (2) It includes a superedge $\left(v_{H 1}, v_{H 2}\right)$ in $G_{i}$ if there exist nodes $v_{1}$ and $v_{2}$ in $G_{i-1}$ such that $f_{C}^{i}\left(v_{1}\right)=v_{H 1}, f_{C}^{i}\left(v_{2}\right)=v_{H 2}$ and $\left(v_{1}, v_{2}\right)$ is an edge in $G_{i-1}$.
Edge contraction. When $\left|G_{i}\right| /\left|G_{i-1}\right|>t_{p}$ and $\left|G_{i-1}\right|>M$, we further contract edges in $G_{i-1}$ until $\left|G_{i}\right| \leq M$. More specifically, we repeatedly contract edges into supernodes as long as (a) such edges are connected, and (b) each contracted subgraph has a size of at most $B$.

We will present our contraction algorithm in Section 3.1.
Synopses. For each query class $Q$ in use, a synopsis function $S_{Q}^{i}$ retains necessary features of the contracted subgraphs for answering queries of $Q$. The function $S_{Q}^{i}$ at level $i$ extends $S_{Q}^{i-1}$ as follows. Let $v_{H}$ be a supernode in $G_{i}$. Then synopsis $S_{Q}^{i}\left(v_{H}\right)$ is generated by composing and aggregating synopses $S_{Q}^{i-1}(v)$ of nodes $v$ in $G_{i-1}$ that are contracted to $v_{H}$ by $f_{C}^{i}$, i.e., $f_{C}^{i}(v)=v_{H}$. For LCC, e.g., the synopsis of a supernode is the set of node labels in the contracted

(a) clique

(b) star

(c) path

(d) diamond

(e) butterfly

## Figure 2: Frequent regular structures

subgraphs, and the aggregation is simply set union. We will give more details about synopses $S_{Q}$ in Sections 3 and 4. Moreover, we will see that different query classes often share common synopses.
Decontraction. As remarked earlier, we decontract a supernode $v_{H}$ or a superedge ( $v_{H 1}, v_{H 2}$ ) with decontraction function $f_{D}^{i}$ only when necessary, to compute exact query answers. Consider a subgraph $H$ that is contracted to a supernode $v_{H}$, where $V(H)$ and $E(H)$ denote the sets of nodes and edges in $H$, respectively.

There are two forms of decontraction. Decontraction of supernode $v_{H}$ restores subgraph $H$ that is contracted to $v_{H}$. Decontraction of superedge ( $v_{H 1}, v_{H 2}$ ) just restores edges between $V\left(H_{1}\right)$ and $V\left(H_{2}\right)$ $\left(f_{D}^{i}\left(v_{H 1}, v_{H 2}\right)\right.$ fetches only edges contracted to the superedge from disk). We also use $f_{R}^{i}$ that retrieves only nodes in $H$ (no edges).

We ensure that the decontracted subgraph $H$ can fit in buffer B. The decontraction of a supernode $v_{H}$ in $G_{i}$ consists of three parts: (1) restoring the structure of subgraph $H$ in $G_{i-1}$ that is contracted into $v_{H}$ by $f_{C}^{i}$; (2) recovering the synopses of nodes in $V(H)$; and (3) recovering edges in $G_{i-2}$ that are contracted to some edges in $H$. For (1), (a) when $H$ is a regular structure, its structure can be recovered by synopsis without decontraction and the size $|E(H)|$ is easy to known (see Section 3 ); (b) when $H$ is contracted by edges, decontraction restores $|E(H)|$ edges. For (2), the size can be calculated by aggregating corresponding synopses. For (3), we maintain a number $N$ that indicates the largest number of edges contracted to a superedge. In each iteration to contract $G_{i-1}$ into $G_{i}$, $N$ is updated by the superedges constructed. Then, an upper bound of edges that may be loaded into memory is $N \times|E(H)|$. Note that if the number of edges in $H$ being decontracted simultaneously is bounded by a constant $c$, then the edges to load into memory is bounded by $N \times c$. We contract a subgraph into a supernode if its decontraction and associated synopses have a total size at most $B$.

When answering queries, supernode and superedge decontraction can be conducted at any level of the hierarchy. We will show in Section 4 that regular structures typically do not need decontraction, while superedge decontraction is often needed.

The notations of this paper are summarized in Table 1.

## 3 CONTRACTING BIG GRAPHS

In this section, we first develop an algorithm to construct a hierarchy of contracted graphs (Section 3.1). We then show how synopses are defined for various regular structures (Section 3.2).

### 3.1 Contraction Algorithm

Different types of graphs contain different frequent regular structures, e.g., cliques are ubiquitous in social graphs while paths are only effective in chemical graphs and road networks. As shown in Fig. 2, we identify frequent regular structures for different types of real-life graphs, and contract those that could improve contraction ratio of each level without incurring heavy I/O cost.
Contraction order. Table 2 shows how these structures appear as subgraphs in 10 types of graphs, ordered by their supports from high to low. We contract such structures $H$ in different types of graphs

| Graph type | Regular structures (ordered by support) |
| :--- | :--- |
| social graphs | clique, diamond, star, butterfly |
| communication networks | star, bipartite graph |
| citation networks | clique, star, diamond, butterfly, cycle |
| Web graphs | star, clique, diamond |
| knowledge graphs | star, claw, doubleclaw |
| collaboration networks | clique, bipartite graph, star |
| biomedical graphs | star, cycle, clique, path |
| economic networks | star |
| chemical graphs | cycle, claw, path |
| road networks | star, path, doubleclaw, cycle |

Table 2: Common structures in different types of graphs
$G$ following the order of Table 2, denoted as $T(G)$, to ensure that important structures are contracted earlier and preserved. Within $H$, the only edges are those that form $H$. Edges are allowed from nodes in $H$ to nodes outside $H$, except from intermediate nodes on a path.

Note that the order $T(G)$ is determined by the type of $G$, e.g., social graphs, in order to improve the efficiency of computations on the graph. It is learned once offline regardless of individual graph $G$. The contraction hierarchy is stable, by contracting nodes by their IDs and regular structures in a deterministic order. Besides, the contraction hierarchy of each graph is computed once offline, and incrementally maintained in response to updates (Section 5).
Size bounds. We contract a regular structure $H$ such that the number of its nodes is in the range $\left[k_{l}, k_{u}\right.$ ]. The reason is twofold. (1) We set a lower bound since if $H$ is too small, the contracted graphs would be over-contracted with an excessive number of supernodes, and leads to a deep hierarchy and high I/O overhead for decontraction. (2) We deduce an upper bound $k_{u}$ based on the buffer size $B$ (Section 2), such that when we decontract $v_{H}$, the subgraph $H$ fits in buffer $B$. (3) We experimentally find that the best $k_{l}$ and $k_{u}$ for our datasets tested are around 4 and 500 , respectively.

These bounds apply to regular structures cliques, paths and stars, while diamonds and butterflies have a constant size. The upper bound for contracting edges is deduced similarly. To fit in memory, edge contraction (at the top level) has no lower bound.
Contraction algorithm. Adopting the pre-computed order $T(G)$, we present an algorithm to construct a hierarchy for a given graph $G$, denoted as HCon and shown in Fig. 3. HCon repeatedly calls procedure LCon, which generates $G_{i}$ and $\left\langle f_{C}^{i}, \mathcal{S}^{i}, f_{D}^{i}, f_{R}^{i}\right\rangle$ from the contracted graph $G_{i-1}$ at level $i-1$ (lines 2-5). More specifically, LCon preprocesses $G_{i-1}$ by partitioning it into subgraphs $g$ and then iteratively loads subgraphs $g$ of $G_{i-1}$ into memory and contracts regular structures in $g$ into supernodes following the order of $T(G)$, until $\left|G_{i}\right| \leq M$ or $\left|G_{i}\right| /\left|G_{i-1}\right|>t_{p}$ (see Section 2). Here $g$ can be an arbitrary subgraph as long as it can fit in the memory. All nodes that are not contracted into regular structures are further partitioned into subgraphs for contraction. If the size of $G_{i-1}$ still exceeds bound $M$, HCon further contracts edges in $G_{i-1}$ by calling procedure TCon (not shown) to make $\left|G_{i}\right| \leq M$ (lines 6-7).

Given $G_{i-1}$, procedure LCon builds $G_{i}$. Initially, all nodes in $G_{i-1}$ are marked as "uncontracted". It then contracts frequent regular structures in $G_{i-1}$ by following the pre-computed order $T(G)$, one by one (lines 2-5). For instance, it extracts a clique by repeatedly picking an uncontracted node that is adjacent to all selected ones, subject to bounds $k_{l}$ and $k_{u}$; it extracts a star by first picking a cen-

```
Algorithm HCon
Input: A graph \(G\), memory capacity \(M\), threshold \(t_{p}\) and buffer size \(B\).
Output: The hierarchical scheme \(\left\langle f_{C}^{1}, \mathcal{S}^{1}, f_{D}^{1}, f_{R}^{1}\right\rangle, \ldots,\left\langle f_{C}^{k}, \mathcal{S}^{k}, f_{D}^{k}, f_{R}^{k}\right\rangle\).
    \(G_{0}:=G ; i:=1 ; T(G):=\) precomputed ordered set of structures of \(G\);
    while \(\left|G_{i-1}\right|>M\) Do
        \(\left\langle f_{C}^{i}, \mathcal{S}^{i}, f_{D}^{i}, f_{R}^{i}\right\rangle:=\operatorname{LCon}\left(G_{i-1}, T(G)\right)\);
        if \(\left|G_{i}\right| /\left|G_{i-1}\right| \leq t_{p}\) then break;
        \(i:=i+1\);
    if \(\left|G_{i-1}\right|>M\) then
        \(\left\langle f_{C}^{i}, \mathcal{S}^{i}, f_{D}^{i}, f_{R}^{i}\right\rangle:=\operatorname{TCon}\left(G_{i-1}\right) ; /^{*}\) edge contraction*/
    return \(\left\langle f_{C}^{1}, \mathcal{S}^{1}, f_{D}^{1}, f_{R}^{1}\right\rangle, \ldots,\left\langle f_{C}^{k}, \mathcal{S}^{k}, f_{D}^{k}, f_{R}^{k}\right\rangle\);
Procedure LCon
Input: A graph \(G_{i-1}\), order \(T(G)\) on structures and buffer size \(B\).
Output: The contracted graph at level \(i\left\langle f_{C}^{i}, \mathcal{S}^{i}, f_{D}^{i}, f_{R}^{i}\right\rangle\).
    partition \(G_{i-1}\) into subgraphs \(g\);
    repeat load subgraphs \(g\) of \(G_{i-1}\) such that \(|g|<M\);
        contract regular structures in the range \(\left[k_{l}, k_{u}\right]\) in \(g\) in order;
    until all nodes in \(G_{i-1}\) are processed;
    repeat lines 1-4 for all uncontracted nodes;
    deduce and return \(\left\langle f_{C}^{i}, \mathcal{S}^{i}, f_{D}^{i}, f_{R}^{i}\right\rangle\) from the contracted structures;
```

Figure 3: Algorithm HCon
tral node $v_{c}$, and then repeatedly selecting an uncontracted node as a leaf that is (a) connected to $v_{c}$ and (b) disconnected from all selected leaves, again subject to $k_{l}$ and $k_{u}$; similarly for the other structures of Fig. 2. Each of the regular structures consists of uncontracted nodes only, i.e., nodes in $G_{i-1}$ are contracted at most once. Moreover, the size of each of the structures is in the range of $\left[k_{l}, k_{u}\right]$. The process proceeds until all nodes in $G_{i-1}$ are processed (line 4). It then deduces $\left\langle f_{C}^{i}, S^{i}, f_{D}^{i}, f_{R}^{i}\right\rangle$ based on the contraction (line 6).

For every contracted structure with $k$ nodes, the size of its edge set is as follows: (1) cliques: $|E(H)|=k(k-1) / 2$; (2) stars and paths: $|E(H)|=k-1$; (3) diamonds: $|E(H)|=5$; and (4) butterflies: $|E(H)|=$ 6. With the size of synopses for $H$ (see Section 3.2), one can deduce upper bound $k_{u}$ and estimate the space cost of $H$ such that $|H| \leq B$, i.e., $H$ can be loaded to the buffer when recovering $H$.

Example 2: Given graph $G_{0}$ of Fig. 1(a), algorithm HCon builds the hierarchy of Fig. 1(a) as follows. (1) Since $G_{0}$ is a social network, HCon contracts cliques, diamonds, butterflies and stars in this order (Table 2). (2) In $G_{0}$, it finds cliques ( $u_{1}, \ldots, u_{4}$ ) and ( $k_{1}, \ldots, k_{5}$ ). It then contracts other regular structures and constructs $G_{1}$ (see Fig. 1(b)). (3) In $G_{1}$, it finds only one diamond ( $s_{4}, s_{5}, u_{14}, k_{11}$ ) to contract. It then contracts edges and yields $G_{2}$ (see Fig. 1(c)).

Contracting regular structures saves space. Taking star as an example, (1) we only store its central node and leaves, without storing any edges in the star, e.g., we save the space of 4 edges by contracting a star with 5 nodes and 4 edges, and (2) edges between the nodes in the star and outside the star are contracted into superedges.
Complexity. Algorithm HCon takes $O\left(|G|^{2}\right)$ time. Indeed, (1) to extract a clique for a node $v$, HCon maintains its node set $C$, initialized as $\{v\}$, and a set $P$, initialized as the neighbor set of $v$. HCon iteratively adds a node $u$ from $P$ to $C$ if it connects to all nodes in $C$, in time linear to its degree, if there is one. Since each clique contains at most $k_{u}$ nodes, it takes $O(|G|)$ time to contract each clique and $O\left(|G|^{2}\right)$ time for all cliques. (2) Paths can be built in $O(|G|)$ time. (3) Similarly, the other regular structures are contracted in $O\left(|G|^{2}\right)$ time. Along the same lines as [29], HCon can be parallelized.

### 3.2 Deducing Synopses

We next present synopses for contracted subgraphs. For each structure, here we focus on common features that are shared by all applications. For a specific query class $Q$, its synopsis function $S_{Q}^{i}$ may be further extended to include features specific to $Q$ (Section 4). Each contracted component has a specific structure; the synopses encode its key features to answer queries without decontraction.

The synopsis function $S^{i}$ at each level $i$ is generated by composing and aggregating synopses $S^{i-1}$ at the lower level. Assume that at level 0 , each node has a synopsis of $S^{0}(v)$.size $=1$. We define synopsis for each structure and the function $S^{i}$ at each level $i$ as follows. For supernode $v_{H}$ that contracts a subgraph $H$ of type $\tau$, e.g., clique, we denote $S^{i}\left(v_{H}\right)$.type $=\tau$. At the top level $G_{k}$, we denote $S^{k}\left(v_{H}\right)$.type $=$ edge for supernodes $v_{H}$ built by edge contraction.

- cliques: $S^{i}\left(v_{H}\right)$.size $=\sum_{v \in v(H)} S^{i-1}(v)$.size is the total number of level-0 nodes contracted in $v_{H}$; for the other structures below, $S^{i}\left(v_{H}\right)$.size is defined and aggregated in the same way;
- stars: $S^{i}\left(v_{H}\right) . c$ is the central node id;
- paths: $S^{i}\left(v_{H}\right)$.list stores the ids of all its nodes in order;
- diamonds: $S^{i}\left(v_{H}\right) \cdot s_{1}$ and $S^{i}\left(v_{H}\right) \cdot s_{2}$ store the two shared nodes of the two triangles; and
- butterflies: $S^{i}\left(v_{H}\right) . s$ is the node shared by the two triangles, and $S^{i}\left(v_{H}\right) . e$ stores the two disjoint edges.
As an example, the synopses of regular structures in $G_{1}$ and $G_{2}$ of Figure 1 are shown in Figures 1(d) and (e), respectively. Note that space $\left|S^{i}\left(v_{H}\right)\right| \leq|V(H)|+2$, including (1) a single value for type; (2) at most $|V(H)|$ for .c, list, .s and .e; and (3) a single value for size.


### 3.3 APIs

The scheme inherits the logic and data structures of existing sequential algorithms. It provides new APIs for generating synopses for new applications and loading contraction functions, synopses and decontraction functions. The APIs support the following.

For decontracting supernodes/superedges, the scheme provides functions LoadDeconNode(int depth, *)/LoadDeconEdge(int depth, ${ }^{*}$ ) to load corresponding supernodes/superedges based on the depth of the hierarchy. Besides, the scheme supports user-defined functions GenSynopsis () to generate synopses for a new application, and GetSynopsis() to access synopses stored in the disk. For example, GetSynopsis() of LCCA ${ }_{h}$ for supernode $u$ returns labels of all the nodes contracted to supernode $u$. Similar to decontraction, the scheme provides functions LoadConNode(int depth, *) and LoadConEdge(int depth, *) to load contracted nodes and edges.

## 4 COMPUTING EXACT ANSWERS

We next show how to adapt existing algorithms to the hierarchy $\mathcal{H}$, by presenting (1) PageRank (PR), for unlabeled and local online queries; (2) label-constrained connectivity (LCC), for labeled and non-local online cases; (3) subgraph isomorphism (Sublso), for intractable cases (Sections 4.1-4.3). We also briefly list connected components (CC), clique decision (CD) and regular path query (RPQ) (Section 4.4). GraphChi [47] and Mosaic [56] can handle PR and CC well, but not LCC, Sublso, CD and RPQ.

The main conclusions of the section are as follows.
Theorem 1: With a linear-time synopsis function, there exist algo-
rithms for each of PR, LCC, Sublso, CC, CD and RPQ that can be adapted to the contraction hierarchy $\mathcal{H}$ such that
(1) the adapted algorithms compute exact query answers;
(2) for PR, LCC, Sublso, CD and RPQ, only superedges need decontraction, not supernodes of regular structures;
(3) for CC, neither superedges nor supernodes need to be decontracted.

In a nutshell, given a query $Q \in Q$, we start the evaluation from the contracted graph $G_{k}$ at the top level of $\mathcal{H}$. When we encounter a supernode $v_{H}$ in $G_{k}$, we answer $Q$ with its synopsis $S_{Q}^{k}\left(v_{H}\right)$ if possible, and drill down to the next level otherwise by recovering nodes and/or edges in $G_{k-1}$ that are contracted to $v_{H}$. When we drill down, we evaluate $Q$ with the data in the contracted graph at the next level, until we get answers $Q(G)$ in the original graph $G$.

We highlight the following. (1) The hierarchy is generic, i.e., the same hierarchy is used to answer different classes of queries, and the same synopses in $S_{Q}^{i}$ are used to answer all queries in $Q$. (2) It is lossless, i.e., we can compute exact query answers without loss of information. (3) In principle the hierarchy is able to handle arbitrary queries on a graph with a single machine, but it may incur heavy I/O cost for decontraction. This said, in practice it often speeds up query answering for the following reasons. (a) Synopsis in $S_{Q}^{k}\left(v_{H}\right)$ often provides enough information for us either to process $Q$ at $v_{H}$ as a whole or safely skip $v_{H}$; it also often suffices to decontract superedges, not supernodes, as indicated in Theorem 1. (b) Query processing is conducted on smaller contracted graphs. (c) As will be seen in Section 6, the depth of a hierarchy is usually small. (d) Supernodes are decontracted only when necessary. (4) When a new query class is given, its synopses are computed offline over the contracted graph directly. As will be seen in Section 6 , the cost of synopses computation is quite small compared to the contraction cost.

### 4.1 PageRank

We start with PageRank [12, 62], which has been widely used in applications including Web search [8] and recommendation [79].

For a graph $G$, its PageRank vector $p r$ iteratively assigns scores to nodes that represent the stationary distribution of a stochastic process; hence $\sum_{u \in V} p r(u)=1$. In the process, in each iteration, (1) each node $u$ distributes its score evenly to its neighbors $v$ through edges ( $u, v$ ); and (2) node $u$ aggregates scores received from its neighbors $v$ via edges $(v, u)$. More specifically, in the $r$-th iteration, $\operatorname{pr}^{r}(u)=\sum_{(v, u) \in E} \operatorname{pr}^{r-1}(v) / d(v)$, where $p r^{r}(v)$ and $d(v)$ denote the PageRank value in the $r$-th iteration and the degree of node $v$, respectively. The process reaches a stationary state when $\left|p^{r}(u)-p^{r-1}(u)\right|$ is smaller than a threshold $\epsilon$ for all nodes $u$.

The PageRank problem, denoted as PR, is to compute, given a graph $G$ and a threshold $\epsilon$, the PageRank vector pr.

PR is unlabeled, i.e., labels have no impact on its query answer. It is local since the PageRank score of each node relies only on the scores and degrees of its neighbors.

As shown in [47], GraphChi can efficiently handle PR.
As a proof of Theorem 1 for PR, we adapt a conventional algorithm PRA [62] for PR to the contraction hierarchy $\mathcal{H}$.
4.1.1 Contraction for PR. The shared synopsis $S^{i}$ suffices for us to answer PR queries. Indeed, for each subgraph $H$ contracted to a
supernode $v_{H}$ in $G_{i}$, we can check the existence of an edge in $H$ by using synopsis $S^{i}\left(v_{H}\right)$ and $f_{R}^{i}$ that records only nodes in $H$.
4.1.2 PageRank algorithm. Below we first review PRA [62]. We then adapt the algorithm to the hierarchy $\mathcal{H}$, referred to as $\mathrm{PRA}_{h}$.

PRA. Given a graph $G$ and a threshold $\epsilon$, PRA iteratively computes the PageRank vector $p r$. It initializes $p r^{0}(u)=1 /|V|$ for all nodes $u$, and updates $p r^{i}(u)$ by its neighbors in each iteration. PRA terminates as soon as $\left|p r^{i+1}(u)-p r^{i}(u)\right|<\epsilon$ for all nodes $u$.
Algorithm $\mathrm{PRA}_{\mathrm{h}} . \mathrm{PRA}_{\mathrm{h}}$ is the same as PRA except minor adaptations to deal with supernodes in hierarchy $\mathcal{H}$. A node $v$ is called converged if $\left|p r^{r}(v)-p r^{r-1}(v)\right|<\epsilon$ in the $r$-th iteration. Each supernode $v_{H}$ is associated with a Boolean variable $v_{H} . \mathrm{cvg}$, initialized as false, to indicate whether all nodes contracted to $v_{H}$ have converged. As claimed in [12], the difference $\left|p r(u)-p r^{r}(u)\right|$ decreases monotonically; hence once a node $u$ is converged, it will never become unconverged later on; it is the same for supernodes. In the $r$-th iteration, (1) if $v_{H} . \mathrm{cvg}=$ true, we skip updating $v_{H}$ as a whole; more specifically, for nodes $u$ contracted to $v_{H}, \mathrm{PRA}_{\mathrm{h}}$ neither updates $\operatorname{pr}^{r}(u)$ nor distributes $\operatorname{pr}^{r}(u) / d(u)$ to the neighbors of $u$; (2) otherwise, we recursively decontract an edge that exists in subgraph $H$ contracted to $v_{H}$ to update level- 0 nodes $u$ with $u . \operatorname{cvg}=$ false; and (3) if $\left|p r^{r}(u)-p r^{r-1}(u)\right|<\epsilon, \mathrm{PRA}_{\mathrm{h}}$ sets $u$.cvg as true. Moreover, $\mathrm{PRA}_{\mathrm{h}}$ updates $v_{H} . \mathrm{cvg}$ to be true as long as $v . \mathrm{cvg}=$ true for all nodes $v$ contracted to $v_{H}$ in the next level.

Note that cases (1) and (3) are checked with $f_{R}^{i}$ and synopses without decontraction, and case (2) needs to decontract only superedges. In the entire process no contracted regular structures need to be restored, i.e., no decontraction of supernodes is needed.
Example 3: Given the graph $G$ in Fig. 1(a) and $\epsilon=10^{-4}$, $\mathrm{PRA}_{\mathrm{h}}$ first initializes $p^{0}(v)=1 / 27$ and $v_{H} \cdot \mathrm{cvg}=$ false for all nodes and supernodes. In the first few iterations, $\mathrm{PRA}_{\mathrm{h}}$ recursively decontracts superedges in $H$ contracted to supernodes $v_{H}$ to update $\operatorname{pr}(v)$ for nodes $v$ since $v_{H} . \mathrm{cvg}=$ false. In the 5 -th iteration, $\left|p r^{5}\left(u_{1}\right)-p r^{4}\left(u_{1}\right)\right|<\epsilon$; hence PRA $_{\mathrm{h}}$ sets $u_{1}$.cvg $=$ true. In the 26 -th iteration, $\mathrm{PRA}_{\mathrm{h}}$ sets $u_{2} \cdot \mathrm{cvg}=$ true, which further updates $s_{1} \cdot \mathrm{cvg}=$ true since nodes $u_{1}, u_{2}, u_{3}$ and $u_{4}$ have converged. In the following iterations, no update for $s_{1}$ is needed. After 40 iterations, $v_{H} \cdot \mathrm{cvg}=$ true for all supernodes, hence $\mathrm{PRA}_{\mathrm{h}}$ returns PageRank vector pr. $\square$
Analyses. $\mathrm{PRA}_{h}$ is correct as it follows the same logic as PRA. It improves the efficiency of PRA by skipping a supernode $v_{H}$ as a whole as long as all nodes contracted to $v_{H}$ are converged. In each step, at most one superedge is decontracted; no supernode is decontracted. Even when restoring edges contracted to a supernode at the top level, its size is at most $B$; hence a small buffer suffices.

### 4.2 Label Constrained Connectivity

We next study label-constrained connectivity [10, 74], which has been used in regular path queries [9,11] and program analysis [67].

In a graph $G$, for a label set $L \subset \Theta$, a path $p=\left\langle v_{0}, v_{1}, \ldots, v_{l}\right\rangle$ is an $L$-path if $L\left(v_{i}\right) \in L$ for all $0 \leq i \leq l$, i.e., the label of each node $v$ on the path is contained by $L$. We say that two nodes $u$ and $v$ are $L$-connected if there exists an $L$-path from $u$ to $v$.

The label-constrained connectivity problem, denoted by LCC, is to determine, given a query $Q$ consisting of a label set $L$ and a pair ( $u, v$ ) of nodes in $G$, whether $u$ and $v$ are $L$-connected.

Unlike PR, LCC is labeled, i.e., paths between $u$ and $v$ are constrained by labels in L. It is non-local, i.e., it has to traverse the entire graph when answering a query. As acknowledged in [47], LCC is inefficient for GraphChi since it requires to traverse the graph.

As a proof of Theorem 1 for LCC, we adapt a conventional algorithm LCCA [10, 16] for LCC to the contraction hierarchy $\mathcal{H}$, and show that the adapted algorithm works efficiently on $\mathcal{H}$. Below we first present synopses for LCC (Section 4.2.1), and then show how to adapt LCCA to the hierarchy (Section 4.2.2).
4.2.1 Contraction for LCC. We first extend the notion of $L$ connection to supernodes in the hierarchy. A node $u$ is $L$-connected to a supernode $v_{H}$ if it is $L$-connected to all the nodes in $G$ that are contracted to $v_{H}$. Similarly, a supernode $v_{H 1}$ is $L$-connected to $v_{H 2}$ if all nodes contracted to $v_{H 1}$ are $L$-connected to $v_{H 2}$.

To reduce decontraction, we use synopsis $S_{\mathrm{LCC}}^{i}\left(v_{H}\right)$ of supernode $v_{H}$ in the contracted graph $G_{i}$ for LCC. It extends the shared synopsis $S^{i}\left(v_{H}\right)$ (Section 3.2) with an extra tag labels that collects the labels of all the nodes in $G$ that are contracted to $v_{H}$, where

- at level $0, S_{\mathrm{LCC}}^{0}(v)$. labels $=\{L(v)\}$;
$\circ$ at level $i, S_{\mathrm{LCC}}^{i}\left(v_{H}\right)$.labels $=\bigcup_{f_{C}^{i}(v)=v_{H}} S_{\mathrm{LCC}}^{i-1}(v)$. labels.
Example 4: In Fig. 1, $S_{\mathrm{LCC}}^{i}\left(v_{H}\right)$ extends $S^{i}\left(v_{H}\right)$ as follows. (1) In $G_{0}$, $S_{\mathrm{LCC}}^{0}(v)$.labels $=\{L(v)\}$ for all $v \in V$. (2) In $G_{1}, S_{\mathrm{LCC}}^{1}(v)$.labels $=\{u\}$ for $v \in\left\{s_{1}, s_{3}, s_{5}, u_{14}\right\} ; S_{\mathrm{LCC}}^{1}(v)$.labels $=\{k\}$ for $v \in\left\{s_{2}, s_{4}, k_{11}\right\}$; and $S_{\mathrm{LCC}}^{1}\left(t_{1}\right)$.labels $=\{t\}$ for $v \in\left\{t_{1}, t_{2}\right\}$. (3) In $G_{2}, S_{\mathrm{LCC}}^{2}\left(p_{1}\right)$. labels $=$ $\{u\}, S_{\mathrm{LCC}}^{2}\left(p_{2}\right)$.labels $=\{k, u\}$ and $S_{\mathrm{LCC}}^{2}\left(p_{3}\right)$.labels $=\{k, t\}$.
4.2.2 LCC algorithm. Below we first review LCCA [10, 16]. We then adapt the algorithm to hierarchy $\mathcal{H}$, referred to as LCCA $_{h}$.
LCCA. Given a graph $G$ and a query $Q=(L, u, v)$, LCCA applies breadth-first-search (BFS) starting from $u$. It maintains a set $S$ of nodes that are $L$-connected from $u$, initialized as $S=\{u\}$. At each step, LCCA selects a node $s \in S$, and expands the search from $s$ to a newly visited node $w$ via edge $(s, w)$; if $L(w) \in L$, then node $w$ is $L$-connected from $u$ and is added to the set $S$. It terminates with true if $v$ is visited and added to $S$, i.e., $u$ is $L$-connected to $v$, and it stops with false otherwise if the search cannot be further expanded.
Algorithm $\operatorname{LCCA}_{h}$. LCCA $_{h}$ adopts the same logic as LCCA. It expands the search from $v_{H}^{\prime}$, a supernode that is $L$-connected from $u$, to a newly visited supernode $v_{H}$ in graph $G_{i}$ at level $i$ if one of the following conditions is satisfied: (1) $v_{H}^{\prime}$ is contracted into $v_{H}$ with $S_{\mathrm{LCC}}^{i}\left(v_{H}\right)$. labels $\subseteq L ;(2) f_{C}^{i+1}\left(v_{H}^{\prime}\right)=f_{C}^{i+1}\left(v_{H}\right)=v_{S}$ and there exists an $L$-path from $v_{H}^{\prime}$ to $v_{H}$; it checks such an $L$-path using $S_{\mathrm{LCC}}^{i+1}\left(v_{S}\right)$, e.g., when $v_{H}^{\prime}$ and $v_{H}$ are two leaves of a star, and the labels of the central node and $v_{H}$ are covered by $L$; if $v_{S}$ is at the top level, it decontracts $v_{S}$, which is essentially edge decontraction; or (3) there exists a supernode $v_{H}^{\prime \prime}$ such that (a) $\left(v_{H}^{\prime}, v_{H}^{\prime \prime}\right) \in G_{i+1}$, (b) the set $S_{\text {LCC }}^{i+1}\left(v_{H}^{\prime \prime}\right)$.labels is not covered by $L$, (c) decontraction of superedge $\left(v_{H}^{\prime}, v_{H}^{\prime \prime}\right)$ includes an edge with endpoint $v_{H}$, and (d) $S_{\mathrm{LCC}}^{i}\left(v_{H}\right)$.labels $\subseteq L$. $\mathrm{LCCA}_{\mathrm{h}}$ stops when (1) it reaches $v$ or a supernode $v_{H}$ that contracts $v$, or (2) the search cannot be expanded.

Note that conditions (1) and (2) are checked by using $f_{R}^{i}$ and synopses without decontraction of any regular structures, and condition (3) needs to decontract only superedges. In the entire process no decontraction of supernodes of regular structures is needed.

Example 5: Given a query ( $\left.\{u\}, u_{8}, u_{10}\right)$ on hierarchy $\mathcal{H}$ of Fig. 1, LCCA $_{h}$ starts from $G_{2}$ at the top level: (1) initially, $S=\left\{u_{8}\right\} ;$ (2) it expands the search to $p_{1}$ in $G_{2}$ since $S_{\mathrm{LCC}}^{2}\left(p_{1}\right)$.labels $=\{u\} \subseteq L$; (3) it skips $p_{3}$ as its labels contain no elements in $L$; (4) since the labels of $p_{2}$ are not covered by $L, \operatorname{LCCA}_{h}$ decontracts superedge ( $p_{1}, p_{2}$ ) and finds that $u_{14}$ in $G_{1}$ is $L$-connected from $u_{8}$; (5) it further finds an $L$-path $\left\langle u_{14}, s_{5}\right\rangle$ in $p_{2}$ by checking synopses; (6) the search terminates since $u_{10}$ is contracted to $s_{5}$, and LCCA $_{h}$ returns true. $\square$
Analyses. One can verify the correctness of LCCA $h$ by induction on the depth of $\mathcal{H}$ as it follows the same logic as LCCA. It is efficient since (a) it operates on contracted graphs, much smaller than the original $G$; and (b) it checks synopses for $L$-paths, which reduce expansion and validation costs, e.g., it may find a supernode $v_{H}$ as a whole that is $L$-connected from the source $u$ if $S_{\mathrm{LCC}}^{i}\left(v_{H}\right)$.labels $\subseteq L$.

### 4.3 Graph Pattern Matching

We next study subgraph isomorphism [24,39], which is widely used in graph queries [7, 34, 75, 76] and graph dependencies [31, 32].
Pattern matching. A graph pattern is a graph $Q=\left(V_{Q}, E_{Q}, L_{Q}\right)$. A match of pattern $Q$ in graph $G$ is a subgraph $G^{\prime}=\left(V^{\prime}, E^{\prime}, L^{\prime}\right)$ of $G$ that is isomorphic to $Q$, i.e., there is a bijective function $h: V_{Q} \rightarrow V^{\prime}$ such that (1) for each node $u \in V_{Q}, L_{Q}(u)=L(h(u))$; and (2) $e=$ $\left(u, u^{\prime}\right)$ is an edge in $Q$ iff $\left(h(u), h\left(u^{\prime}\right)\right)$ is an edge in $G$ and $L_{Q}\left(u^{\prime}\right)=$ $L\left(h\left(u^{\prime}\right)\right)$. We denote by $Q(G)$ the set of all matches of $Q$ in $G$.

To simplify the discussion, we consider connected patterns $Q$. This said, our algorithm can be adapted to disconnected ones.

The graph pattern matching problem, denoted by Sublso, is to compute, given a pattern $Q$ and a graph $G$, the set $Q(G)$ of matches.

Similar to LCC, Sublso is labeled. In contrast to LCC, Sublso is local. Denote by $d_{Q}$ the diameter of $Q$, i.e., the maximum shortest distance between any two nodes in $Q$; then any $v_{1}$ and $v_{2}$ in a match $G^{\prime}$ of $Q$ in $G$ are within $d_{Q}$ hops. GraphChi cannot handle Sublso well.

The graph pattern matching problem is known NP-complete (cf. [35]). We adapt a conventional algorithm VF2 [24] for Sublso to the contraction hierarchy $\mathcal{H}$. Other algorithms, e.g., Turbolso [39] with indices, can also be adapted to the contraction hierarchy.
4.3.1 Contraction for Sublso. Observe that if a node $v$ in graph $G$ matches a node $u$ in pattern $Q$, then the labels of $v$ 's neighbors must cover the labels of $u$ 's neighbors. The synopsis $S_{\text {Sublso }}^{i}\left(v_{H}\right)$ extends LCC synopsis $S_{\mathrm{LCC}}^{i}\left(v_{H}\right)$ with an extra tag nlabels that collects the labels of the neighbors of the nodes contracted to $v_{H}$, where

$$
\begin{aligned}
& \circ \text { at level } 0, S_{\text {Sublso }}^{0}(v) \text {.nlabels }=\left\{L\left(v^{\prime}\right) \mid\left(v, v^{\prime}\right) \in E\right\} ; \\
& \circ \text { at level } i, S_{\text {Sublso }}^{i}\left(v_{H}\right) \text {.nlabels }=\bigcup_{f_{C}^{i}(v)=v_{H}} S_{\text {Sublso }}^{i-1}(v) \text {.nlabels. }
\end{aligned}
$$

Example 6: Consider $\mathcal{H}$ of Fig. 1. (1) In $G_{0}, S_{\text {Sublso }}^{0}\left(u_{1}\right)$.nlabels $=$ $\{u\}, S_{\text {Sublso }}^{0}\left(u_{2}\right)$.nlabels $=\{u, k, t\}, S_{\text {Sublso }}^{0}\left(k_{1}\right)$.nlabels $=\{u, k\} ;$ similarly for other nodes. (2) In $G_{1}, S_{\text {Sublso }}^{1}\left(s_{1}\right)$.nlabels $=\{u, k, t\}$; the same for $s_{2}, t_{1}, t_{2}$ and $u_{14} ; S_{\text {Sublso }}^{1}\left(s_{3}\right)$.nlabels $=\{u, k\}$; the same for $s_{4}$ and $s_{5}$; and $S_{\text {Sublso }}^{1}\left(k_{11}\right)$.nlabels $=\{u\}$. (3) In $G_{2}$, $S_{\text {Sublso }}^{2}\left(p_{1}\right)=\{u, k, t\}=S_{\text {Sublso }}^{2}\left(p_{2}\right)=S_{\text {Sublso }}^{2}\left(p_{3}\right)=\{u, k, t\}$.
4.3.2 Sublso algorithm. Below we first review VF2 [24]. We then adapt the algorithm to the hierarchy $\mathcal{H}$, referred to as $S u b A_{h}$.
VF2. Given a graph $G$ and a pattern $Q$, algorithm VF2 computes
$Q(G)$ by backtracking. It expands a partial mapping, denoted as $s$ and initialized as $\emptyset$, by iteratively adding node pairs to obtain an isomorphism between pattern $Q$ and a subgraph $G^{\prime}$ of $G$. Node pairs, maintained in a set $P$, are identified by checking (a) syntactic feasibility that depends only on the structure of the graphs, and (b) semantic feasibility that depends on labels. VF2 (1) backtracks if $P=$ $\emptyset$, i.e., no node pairs can be added to $s$ to obtain a complete mapping, or (2) branches from each node pair in $P$ to expand $s$. It expands $Q(G)$ with valid complete mappings identified in the process.
Algorithm SubA $_{h}$. SubA $A_{h}$ adopts the same logic as VF2 except the following minor adaptions. (1) It adds a node pair $\left(u, v_{H}\right)$ to $P$ if (a) $L_{Q}(u) \in S_{\text {Sublso }}^{i}\left(v_{H}\right)$.labels; (b) $L_{Q}\left(u^{\prime}\right) \in S_{\text {Sublso }}^{i}\left(v_{H}\right)$.nlabels for all neighbors $u^{\prime}$ of $u$ in $Q$; and (c) for each $\left(u^{\prime}, v^{\prime}\right) \in s$ such that ( $\left.u, u^{\prime}\right) \in E_{Q}, v_{H}$ either contains $v^{\prime}$ or connects to some supernode containing $v^{\prime}$. (2) To branch from a node pair ( $u, v_{H}$ ) in $P$ to expand $s$, SubA ${ }_{h}$ recursively replaces $\left(u, v_{H}\right)$ by $\left(u, v_{H}^{\prime}\right)$, where $v_{H}^{\prime}$ is a supernode in the next level contracted to $v_{H}$ and can match $u$ by satisfying condition (1), using nodes in $f_{R}^{i}$ and synopsis $S_{\text {Sublso }}^{i}$. Conditions (1a) and (1b) are checked with synopsis $S_{\text {Sublso }}^{i}$ and $f_{R}^{i}$; and condition (1c) is checked by superedge decontraction and $f_{R}^{i}$. In this way it adds node pairs $(u, v)$ for level-0 nodes $v$ in $G$.

In the entire process, no contracted subgraphs are restored.
Example 7: Query $Q$ in Fig. 1(f) is to find potential friendships based on retweets, keywords and common friends. Nodes $u, u^{\prime}$ and $u^{\prime \prime}$ have label $u$. Given $Q, \operatorname{SubA}_{\mathrm{h}}$ starts from $G_{2}$ at the top level: (1) it chooses $t$ as the start node, to which only $p_{3}$ can match, hence it adds $\left(t, p_{3}\right)$ to $P$; (2) to branch from $\left(t, p_{3}\right), \operatorname{SubA}_{h}$ replaces ( $t, p_{3}$ ) with $\left(t, t_{1}\right)$ and $\left(t, t_{2}\right)$; (3) for $\left(t, t_{1}\right)$, SubA $_{h}$ next chooses $k$ as the node to match and adds $\left(k, p_{3}\right)$ and $\left(k, p_{2}\right)$ to $P$; (4) SubA ${ }_{h}$ then replaces $\left(k, p_{3}\right)$ by $\left(k, k_{5}\right)$ and skips $\left(k, p_{2}\right)$ since decontraction of superedge ( $p_{3}, p_{2}$ ) cannot find a node contracted to $p_{2}$ having an edge with $t_{1}$; (5) in a similar manner, it matches $t, k, t^{\prime}, u, u^{\prime}, u^{\prime \prime}$ with $t_{1}, k_{5}, t_{2}, u_{2}, u_{14}, u_{1}$, respectively; (6) for ( $t, t_{2}$ ), it matches $t, k, t^{\prime}, u, u^{\prime}, u^{\prime \prime}$ with $t_{2}, k_{5}, t_{1}, u_{14}, u_{2}, u_{1}$, respectively. $\square$
Analyses. SubA ${ }_{h}$ is correct since it follows the same logic as VF2 $\overline{\text { excepts it adopts pruning strategies. While the two have the same }}$ worst-case complexity, by checking synopses, SubA ${ }_{h}$ can reduce expansion and validation costs as well as skipping supernodes as a whole. In each step, at most one superedge is decontracted.

### 4.4 CC, CD and RPQ

We next study connected component (CC), clique decision (CD) and regular path query (RPQ). For the lack of space, below we present only main ideas of adapting algorithms to the scheme for the three.
CC. The connected component problem (CC) [25, 71] is to compute the set of pairs $(s, n)$ for a given graph $G$, where $(s, n)$ indicates that there are $n$ connected components in $G$, each consisting of $s$ nodes. CC is non-local and non-labeled. It is widely used in pattern recognition [40, 43], graph partition [72] and random walk [41].

Observe that each subgraph $H$ contracted to a supernode $v_{H}$ is connected, no matter whether $H$ is a regular structure (by topology contraction) or a set of edges (by edge contraction; see Section 2). Based on this, we adapt the algorithm of [71] for CC to the hierarchy. The synopses defined in Section 3.2 suffice for us to compute CC,

```
Algorithm IncHCon
Input: A contraction hierarchy \(\mathcal{H}\) consisting of \(k\) levels \(\left\langle f_{C}^{i}, \mathcal{S}^{i}, f_{D}^{i}, f_{R}^{i}\right\rangle\) and
        \(k\) contracted graphs \(G_{i}\) of a graph \(G\), and updates \(\Delta G\) to \(G\).
Output: New contracted graphs \(G_{i} \oplus \Delta G_{i}\) at each level.
    \(i:=0 ; \Delta G_{i}:=\Delta G ; T(G):=\) ordered set of regular structures of \(G\);
    while \(i<k\) and \(\Delta G_{i} \neq \emptyset\) do
        \(V_{s}:=\emptyset ; \Delta G^{\prime}:=\emptyset ;\)
        group edges of updates in \(\Delta G_{i}\); reduce \(\Delta G_{i}\);
        for each group of edges \(\Delta E \subset \Delta G_{i}\) with a representative \((u, v)\) do
            \(\left.v_{H}:=f_{C}^{i+1}(u) ; \quad /^{*} f_{C}^{i+1}(u)=f_{C}^{i+1}(v)\right)^{*} /\)
            recover subgraph \(H\) contracted to supernode \(v_{H}\);
            \(\operatorname{IncCR}\left(H, \Delta E, T(G), v_{H}, G_{i+1}, V_{s}, \Delta G^{\prime}\right)\);
        contract \(\left(V_{S}, G_{i}, T(G), \Delta G^{\prime}\right) ; \Delta G_{i+1}=\Delta G^{\prime} ; i:=i+1 ;\)
    return \(G_{i} \oplus \Delta G_{i}\);
```

Procedure IncCR
Input: a subgraph $H$, updates $\Delta E$, ordered regular structures $T(G)$, a supernode
$v_{H}$, a contracted graph $G_{i+1}$, singleton vertex set $V_{s}$ and updates $\Delta G^{\prime}$.
Output: Updated $G_{i+1}$.
$H:=H \oplus \Delta E$;
if $H$ is regular and $H$ can fit in buffer size
then write the buffered edges to disk;
else contract regular structures in $H$, and update $f_{D}^{i+1}$;
add singleton nodes to $V_{s}$, and collect updated superedges in $\Delta G^{\prime}$;

Figure 4: Algorithm IncHCon
and we need to decontract neither supernodes nor superedges.
CD. A clique in a graph $G$ is a subgraph $C$ in which there are edges between any two nodes. It is a $t$-clique if the number of nodes in $C$ is $t($ i.e., $|V(C)|=t)$. The clique decision problem (CD) $[17,45]$ is to find whether there exists a $t$-clique in $G$ for a given natural number $t$. CD is non-labeled and local. It finds applications in community search [63], team formation [48] and anomaly detection [13, 53].

We adapt the algorithm of [45] for CD to the hierarchy, using (1) cliques in $G$ contracted into supernodes in $G_{1}$ to find an initial maximum clique, and (2) the degree of node $v$ as an upper bound of the maximum clique containing $v$, for pruning. The algorithm decontracts superedges only, but decontracts no supernodes.
RPQ. Consider a regular expression $r$. On a graph $G$ with edge labels, a regular path $r$ specifies a set of paths such that the labels on the edges of each path form a word in the language of $r$. A regular path query $r$ (RPQ) [58] is to return all node pairs ( $u, v$ ) such that there exists such a matching path from $u$ to $v$.

RPQ is non-local and is labeled (it imposes constraints on edge labels). It is of vital importance in semantic web [37, 64], biological networks [51] and social network analysis [68].

We adapt the algorithm of [78] for RPQ to the hierarchy, by defining synopses in terms of (1) the labels of edges contracted into supernodes, and (2) the labels of edges that are adjacent to some nodes contracted into the supernodes. The algorithm decontracts superedges only, but decontracts no supernodes.

## 5 INCREMENTAL CONTRACTION

Real life graphs are often dynamic. In light of this, we next develop an incremental algorithm, denoted by IncHCon, to maintain the contraction hierarchy $\mathcal{H}$ in response to updates $\Delta G$ to graph $G$. Hierarchy $\mathcal{H}$ is built once offline by algorithm HCon (Section 3.1). It is then incrementally maintained by IncHCon online.

Problem. We consider batch updates $\Delta G$, which are sequences of edge insertions, deletions and label updates. Vertex updates are a dual of edge updates [46] and can be processed accordingly.

Given contraction hierarchy $\mathcal{H}$ of $k$ levels $\left\langle f_{C}^{1}, \mathcal{S}^{1}, f_{D}^{1}, f_{R}^{1}\right\rangle$, $\ldots,\left\langle f_{C}^{k}, \mathcal{S}^{k}, f_{D}^{k}, f_{R}^{k}\right\rangle$ with contracted graphs $G_{1}, \ldots, G_{k}$, and batch updates $\Delta G$, the incremental hierarchical contraction problem, denoted as IHP, is to compute (a) changes $\Delta G_{i}$ to $G_{i}$ at each level $i$ such that $G_{1} \oplus \Delta G_{1}=f_{C}^{1}(G \oplus \Delta G)$ and $G_{i} \oplus \Delta G_{i}=f_{C}^{i}\left(G_{i-1} \oplus \Delta G_{i-1}\right)$, i.e., to get the contracted graph at level $i$ of the updated $G_{i-1} \oplus \Delta G_{i-1}$, where $G_{i} \oplus \Delta G_{i}$ applies $\Delta G_{i}$ to $G_{i}$; (b) the updated synopses $\mathcal{S}^{i}$; and (c) functions $f_{D}^{i}$ and $f_{R}^{i}$ of the new contracted $f_{C}^{i}\left(G_{i-1} \oplus \Delta G_{i-1}\right)$.

Criterion. Following [66], we measure the complexity of an incremental hierarchical contraction algorithm in terms of the size of the affected area, denoted by AFF. Here AFF includes (a) the changes $\Delta G$ to graph $G$, i.e., the changed region of the input, (b) the changes $\Delta G_{i}$ to each level in the contraction hierarchy, i.e., changes to the output $\mathcal{H}$, and (c) edges with at least one endpoint in (a) or (b).

An incremental algorithm is said to be bounded if its complexity is determined by $|\mathrm{AFF}|$ (the three cases above), not by size $|G|$ of the entire graph $G$. An incremental problem is bounded if there exists a bounded incremental algorithm for it, and is unbounded otherwise.

Intuitively, $\Delta G$ is typically small in practice. When $\Delta G$ is small, so is $\Delta G_{i}$ for $G_{i}$ at each level. Hence when $\Delta G$ is small, a bounded incremental algorithm is often far more efficient than a batch algorithm that recomputes each $G_{i}$ of $\mathcal{H}$ starting from scratch, since the cost of the latter depends on the size of possibly big $G$.
Challenges. Problem IHP is nontrivial. (1) Regular structures are $\overline{\text { fragile. For instance, when inserting an edge between two leaves }}$ of a star $H, H$ is no longer a star, and its nodes may need to be contracted into other regular structures. (2) When a contracted graph $G_{i}$ is changed, so are its synopses and decontraction. (3) Edge insertions may make some contracted parts exceed the buffer size. (4) Maintenance of the hierarchy $\mathcal{H}$ may incur heavy I/O cost.

Main result. Despite the challenges, we show that bounded incremental hierarchical contraction is within the reach in practice.
Theorem 2: Problem IHP is bounded for PR, LCC, Sublso, CC, CD and RPQ; it takes at most $O\left(k|\mathrm{AFF}|^{2}\right)$ time. Here $k$ is the depth of hierarchy $\mathcal{H}$, which is usually a small constant 2-4 in practice.

We give a constructive proof of Theorem 2, consisting of two parts: (1) the maintenance of the contracted graph $G_{i+1}$ and its associated functions $f_{D}^{i+1}$ and $f_{R}^{i+1}$ at each level $i+1$ in the hierarchy $\mathcal{H}$ in response to updates $\Delta G_{i}$ to $G_{i}$; and (2) the maintenance of the synopses of affected supernodes in each $G_{i+1}$.
(1) Incremental algorithm. We provide an incremental algorithm, denoted by IncHCon, in Fig. 4. Since edge labels have no impact on the contraction algorithm, IncHCon deals with edge insertions and deletions only. In each iteration, IncHCon incrementally maintains the contracted graph $G_{i+1}$ in response to $\Delta G_{i}$ to $G_{i}$ (lines 2-9). Initialized as $\Delta G_{0}=\Delta G$ (line 1), $\Delta G_{i}$ is obtained in each iteration (line 9). It has three steps as follows. To simplify the discussion, we focus on how to update $G_{i+1}$ with $\Delta G_{i}$; the maintenance of $f_{R}^{i+1}$ and $f_{D}^{i+1}$ for supernodes are similar, as a byproduct.
(a) Preprocessing. IncHCon recalls the order $T(G)$ on regular struc-
tures (line 1), which is decided by the type of $G$, not by $G$ itself (see Section 3.1). The pre-computed $T(G)$ is used when a structure is no longer regular due to updates or when it exceeds the buffer size.

In each iteration, IncHCon identifies an initial area affected by update $\Delta G_{i}$, maintains it in a set $V_{s}$, and tracks the changes to $G_{i+1}$ in $\Delta G^{\prime}$ for the next iteration (line 3). It then groups updates in $\Delta G_{i}$ such that two updates of edges $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ are in the same group if $f_{C}^{i+1}\left(u_{1}\right)=f_{C}^{i+1}\left(u_{2}\right)$ and $f_{C}^{i+1}\left(v_{1}\right)=f_{C}^{i+1}\left(v_{2}\right)$ (line 4). Each group, denoted by $\Delta E$, is represented by an arbitrary $(u, v)$ in $\Delta E$. By grouping, updates to a supernode or a superedge are aggregated, to be carried out by few sequential disk accesses, to minimize the I/O cost. IncHCon next removes "unaffected" updates from $\Delta G_{i}$ that have no impact on $G_{i+1}$ (line 4), i.e., groups with representative $(u, v)$ having $f_{C}^{i+1}(u) \neq f_{C}^{i+1}(v)$. These updates are made to superedges of $G_{i+1}$ that are recorded in $f_{D}^{i+1}$ and written to the disk.
(b) Updating. Algorithm IncHCon then updates $G_{i+1}$ (lines 6-9). For each group $\Delta E$ of edges with representative $(u, v)$ that have $f_{C}^{i+1}(u)=f_{C}^{i+1}(v)=v_{H}$ (line 6), IncHCon recovers the subgraph $H$ contracted to $v_{H}$ either by synopsis or by edge decontractions when $v_{H}$ is at the top level (line 7). It then invokes procedure IncCR to update $H$ by $\Delta E$ (line 8 ). Now some nodes may become "singletons" when a regular structure is decomposed by the updates, e.g., leaves of a star. It collects such singleton nodes in the set $V_{s}$.

More specifically, procedure $\operatorname{IncCR}$ applies updates in $\Delta E$ to $H$ (line 1). When $H$ is still regular, e.g., adding an edge into a diamond makes it a clique, if the updated $H$ can fit in the buffer, updating $H$ is done by writing the buffered edges to disk (line 2-3). If $H$ is non-regular, IncCR contracts regular structures in $H$ as in HCon (line 4). Here updated superedges include those inside $H$ and those adjacent to $v_{H}$ in $G_{i+1}$. All singleton nodes are added to $V_{s}$, and those added/removed superedges are collected in $\Delta G^{\prime}$ (line 5).
(c) Contraction. Finally, IncHCon processes nodes in $V_{S}$ (line 10). It (a) iteratively loads into memory the nodes in $V_{s}$ and their adjacent edges, and contracts regular structures following the order $T(G)$, or (b) leaves nodes $v$ as singletons, i.e., $f_{C}^{i+1}(v)=v$. Moreover, it updates decontraction $f_{D}^{i+1}$ and writes the buffered edges to disk.
Example 8: For an edge $(u, v)$, denote by $(u, v)^{+}$and $(u, v)^{-}$updates of inserting $(u, v)$ and deleting $(u, v)$, respectively. Consider updating graph $G_{0}$ of Fig. 1(a) with $\Delta G=\left\{\left(k_{11}, u_{9}\right)^{+},\left(k_{8}, k_{9}\right)^{-}\right.$, $\left.\left(k_{6}, k_{7}\right)^{-},\left(k_{1}, k_{2}\right)^{-},\left(k_{2}, k_{3}\right)^{-}\right\}$. IncHCon works as follows.

In the preprocessing phase, IncHCon adopts $T(G)=$ [clique, diamond, butterfly, star] since $G$ is a social network. It then groups updates in $\Delta G$ into three groups: $\Delta E_{1}=\left\{\left(k_{11}, u_{9}\right)^{+}\right\}, \Delta E_{2}=$ $\left\{\left(k_{8}, k_{9}\right)^{-},\left(k_{6}, k_{7}\right)^{-}\right\}$and $\Delta E_{3}=\left\{\left(k_{1}, k_{2}\right)^{-},\left(k_{2}, k_{3}\right)^{-}\right\}$. Now $\Delta E_{1}$ is reduced and written to the disk to update $f_{D}^{1}\left(k_{11}, s_{5}\right)$.

In the first iteration (to maintain $G_{1}$ in response to $\Delta G$ to $G$ ), (1) the updating step first applies $\Delta E_{2}$ to the butterfly contracted to $s_{4}$, denoted as $H$. Then $H$ becomes a star, which is still regular; (2) it then applies $\Delta E_{3}$ to the clique contracted to $s_{2}$, denoted as $H^{\prime}$. Now $H^{\prime}$ becomes non-regular. It is contracted into a clique consisting of nodes $\left\{k_{1}, k_{3}, k_{4}, k_{5}\right\}$, along with a singleton node $k_{2}$. A new superedge $\left(k_{2}, s_{2}\right)$ is built and the original superedge $\left(s_{2}, s_{3}\right)$ is replaced by $\left(s_{2}, s_{3}\right)$ and $\left(s_{3}, k_{2}\right)$. Such updates are written to the disk. Moreover, $V_{s}=\left\{k_{2}\right\}$ and $\Delta G_{1}=\left\{\left(k_{2}, s_{2}\right)^{+},\left(s_{3}, k_{2}\right)^{+}\right\}$. No structures can be contracted from the nodes in $V_{s}$.

In the second iteration (for maintaining $G_{2}$ in response to $\Delta G_{1}$ to $G_{1}$ ), all updates in $\Delta G_{1}$ are reduced in preprocessing. As a consequence, no updating and contraction are needed.

Analyses. Recall the definition of AFF earlier in this section. Algorithm IncHCon takes $O\left(|\mathrm{AFF}|^{2}\right)$ time. Indeed, (a) its preprocessing step is in $O(|\mathrm{AFF}|)$ time, since each iteration is in $O\left(\left|\Delta G_{i}\right|\right)$ time; (b) the updating step takes $O(|\mathrm{AFF}|)$ time, since each subgraph $H$ has a bounded size; and (c) the cost of the step for contracting $V_{S}$ is in $O\left(|\mathrm{AFF}|^{2}\right)$ time, since (1) this step considers only nodes in $V_{s}$ and their adjacent edges, and the total size is bounded by $|A F F|$; and (2) the dominating part in this step is contracting cliques and stars; one can verify that it takes $O\left(|\mathrm{AFF}|^{2}\right)$ time along the same lines as the analysis of the contraction algorithm HCon (Section 3.1).

The algorithm is (a) bounded, since its cost is determined by $|\mathrm{AFF}|$ alone [66], and (b) local [27], i.e., the changes are confined to affected supernodes and their neighbors in each $G_{i}$. The contracted graphs $G_{i}$ incrementally maintained by IncHCon may differ from those of HCon since singleton nodes in $V_{s}$ may be contracted in different orders. Nonetheless, we find that the differences are small. Moreover, such $G_{i}$ 's are compact and cannot be further contracted.
(2) Synopses maintenance. We next show that for LCC, Sublso, PR, CC, CD and RPQ, (a) at most $O(k|\mathrm{AFF}|)$ supernodes have affected synopses, where $k$ is the depth of hierarchy $\mathcal{H}$, and (b) the synopsis for each supernode can be updated in $O(|\mathrm{AFF}|)$ time. These also apply to edge label updates, which affect only supernodes that contain or are adjacent to the updated edges. Thus incremental synopses maintenance for each of these is in $O\left(k|\mathrm{AFF}|^{2}\right)$ time.

To see these, consider a supernode $v_{H}$ in $G_{i}$. The shared synopsis $S^{i}\left(v_{H}\right)$ stores the type, key feature and total number of level-0 nodes contracted to $v_{H}$ (Section 3.2). One can verify that the number of supernodes whose synopses are affected is at most $k|\mathrm{AFF}|$ (as a node in AFF can influence at most $k$ supernodes at higher levels). Moreover, $S^{i}\left(v_{H}\right)$ is confined to $v_{H}$, and can be updated in $O(1)$ time. Thus the maintenance of shared synopses $S$ takes at most $O(k|\mathrm{AFF}|)$ time. In addition, the maintenance of extended synopses for each of the six query classes takes at most $O\left(k|\mathrm{AFF}|^{2}\right)$ time. For example, for LCC, $S_{\mathrm{LCC}}^{i}\left(v_{H}\right)$ extends $S^{i}\left(v_{H}\right)$ with $S_{\mathrm{LCC}}^{i}\left(v_{H}\right)$. labels; note that $S_{\mathrm{LCC}}^{i}\left(v_{H}\right)$.labels is updated in a similar manner as $S_{\mathrm{LCC}}^{i}\left(v_{H}\right)$.size; hence it takes at most $O(k|\mathrm{AFF}|)$ time to maintain $S_{\mathrm{LCC}}$.

Example 9: Continuing with Example 8, we show how to maintain $S_{\text {Sublso }}^{i}\left(v_{H}\right)$.nlabels for supernodes $v_{H}$ in $G_{i} ; S^{i}\left(v_{H}\right), S_{\mathrm{LCC}}^{i}\left(v_{H}\right)$ and $S_{\mathrm{PR}}^{i}\left(v_{H}\right)$ are simpler. (1) For (unaffected) $\Delta E_{1}, S_{\text {Sublso }}^{1}\left(v_{H}\right)$.nlabels remains the same for all $v_{H}$ in $G_{1}$. (2) By updates $\Delta E_{2}$, $s_{4}$ becomes a star, while $S_{\text {Sublso }}^{1}\left(s_{4}\right)$.nlabels remains the same. (3) Updates $\Delta E_{3}$ make $s_{2}$ a 4-clique; $S_{\text {Sublso }}^{1}\left(s_{2}\right)$.nlabels and $S_{\text {Sublso }}^{1}\left(s_{3}\right)$.nlabels remain the same while $S_{\text {Sublso }}^{1}\left(k_{2}\right)$.nlabels $=\{u, k\}$. Update of $S_{\text {Sublso }}^{1}\left(k_{2}\right)$.nlabels has no impact on $S_{\text {Sublso }}^{2}\left(p_{3}\right)$.nlabels.

## 6 EXPERIMENTAL STUDY

Using real-life and synthetic graphs, we experimentally evaluated (1) the effectiveness of the hierarchical contraction scheme, (2) the impact of contracting each regular structure, (3) the space cost of the hierarchy, (4) the efficiency of the contraction and incremental contraction algorithms, and (5) the scalability of our scheme.


Figure 5: Performance evaluation

Experiment setting. We start with the setting.
(1) Graphs. We used 7 real-life graphs: (a) DBpedia [50], a knowledge base with 4.9 M entities and 54 M relationships, (b) Traffic [1], a road network with 23 M nodes and 29 M edges, (c) Twitter [59], a social network with 42M users and 1.5B links, (d) Friendster [3], a social network with 65 M users and 1.8B links, (e) UKWeb [2], a Web graph with 106M nodes and 3.7B edges, (f) Hollywood [15], a collaboration network with 1.1 M nodes and 56 M edges, and (g) Patent [52], a citation network with 3.8 M nodes and 16.5 M edges.

Here DBpedia (resp. Traffic, Hollywood, Patent) is the largest knowledge base (resp. road, collaboration and citation network) that we could find. We set memory limit $M$ as 200 MB for these four (100MB for Patent), so that the graphs do not fit in the memory. For the other three graphs, we set $M$ as 4 GB . We set buffer size $B$ as 100 MB . To accurately evaluate the impact of $M$, we limited caching space used by the operating system within $5 \%$ of memory $M$.

We also generated synthetic graphs with up to 500 million nodes and 6 billion edges, to test the scalability of our scheme.
Updates. We randomly generated updates $\Delta G$ controlled by size $|\Delta G|$. We keep the ratio of edge insertions to deletions as 1 unless stated otherwise, i.e., the sizes of updated graphs remain unchanged.
(2) Implementation. We implemented the following, all in C++. (1) Algorithms PRA ${ }_{h}$ (Section 4.1.2), LCCA $_{h}$ (Section 4.2.2), SubA ${ }_{h}$ (Section 4.3.2), $\mathrm{CCA}_{h}$ for CC, $\mathrm{CDA}_{h}$ for CD, and $\mathrm{RPQA}_{h}$ for RPQ (Section 4.4). (2) Our contraction algorithm HCon and incremental IncHCon. (3) Baselines PRA, LCCA, VF2, CCA, CDA and RPQA that run on competitor systems.

We tested another 7 systems as baselines: (a) GraphChi [47] and Mosaic [56], two disk-based single-machine graph systems (see Section 1); (b) COST [60], another disk-based single-thread system; and (c) four parallel systems: graph-centric GRAPE [4, 33] and vertex-centric PowerGraph [36], Gemini [80] and LA3 [6]. All the parallel systems are in-memory solutions.

On a single machine with 16 cores, we implement the query answering algorithms to explore on-chip parallelism as follows: (1) we edge-cut [69] a graph into fragments, such that each core can operate on its designated fragment in parallel; and (2) the cores synchronize and communicate with each other via shared memory.

The hierarchy $\mathcal{H}$ is stored as follows: (1) contracted graphs $G_{i}$ are maintained by adjacency lists; (2) functions $f_{C}^{i}$ and $f_{R}^{i}$ are maintained by hashmaps; (3) decontraction functions $f_{D}^{i}$ are stored as lists such that the edges in the same contracted subgraph are stored sequentially; and (4) synopses are stored as user-defined structures.
(3) Environment. Experiments were conducted on a HPC cluster, with machines powered by Xeon $2.5 \mathrm{GHz}, 64 \mathrm{~GB}$ RAM and 10 Gbps NIC. We tested HCon, IncHCon, GraphChi, Mosaic and COST on a single machine with $c=16$ cores, while parallel systems used up to $n=6$ machines ( 96 cores). Note that COST can use only one core since it is a single-thread system. We used SSD to store data. Each experiment was run 5 times, and the average is reported here.
Experimental results. We now report our findings.
Exp-1: Effectiveness. We first tested the performance of query answering with the contraction scheme. As remarked earlier, none of the seven graphs fits into memory of size $M$ above. We fix $t_{p}=0.7$

| Graph | LCC |  |  | PR |  |  | Sublso |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 1st | 2nd | 3rd | 1st | 2nd | 3rd | 1st | 2nd | 3rd |
| DBpedia | 47.1 | - | - | 4.5 | - | - | 20.7 | - | - |
| Traffic | 26.2 | 9.9 | - | 2.5 | 1.7 | - | 13.5 | 3.9 | - |
| Twitter | 30.8 | 19.3 | 8.0 | 4.6 | 2.5 | 2.1 | 10.7 | 8.1 | 2.3 |
| Friendster | 22.4 | 3.7 | 4.5 | 3.6 | 1.0 | 0.8 | 21.5 | 6.7 | 5.1 |
| UKWeb | 34.1 | 20.3 | 2.7 | 4.6 | 1.5 | 0.9 | 30.4 | 12.0 | 6.6 |
| Hollywood | 31.5 | 16.3 | 8.2 | 4.9 | 2.1 | 0.6 | 19.1 | 15.2 | 10.3 |
| Patent | 51.3 | 7.2 | 4.9 | 7.1 | 1.5 | 1.0 | 39.2 | 8.1 | 5.2 |

Table 3: Slowdown(\%) by disabling certain regular structures
and show that a single machine is able to compute exact answers with a hierarchy of depth of 2-4. In contrast, when $n$ is small, parallel systems ran into memory overflow when querying some graphs, e.g., as shown in Table 4, GRAPE needs 283G memory to load UKWeb alone (with labels), which do not fit in four machines.
Label-constrained connectivity. Figures 5(a)-5(b) report runtime of $\mathrm{LCCA}_{\mathrm{h}}$ on the contraction hierarchy using a single machine compared with baselines, by varying $n$ from 1 to 6 . As shown there, on average, (1) LCCA ${ }_{h}$ is $1083.5,24.3$ and 7.3 times faster than GraphChi, Mosaic and COST on Traffic and Twitter, respectively. (2) Single-machine LCCA $h$ is even faster than parallel PowerGraph, GRAPE, Gemini and LA3 that are equipped with 6, 2, 1 and 6 machines, respectively. It is on average 132.1 times faster than PowerGraph when $n$ varies from 1 to 6 , respectively.

Figure 5(h) reports the I/O cost for superedge/node decontraction of LCCA $h$, compared with the I/O cost of COST, GraphChi and Mosaic. On average, LCCA $_{\mathrm{h}}$ takes only $2.3 \%, 71.5 \%$ and $8.1 \%$ of the I/O cost of GraphChi, COST and Mosaic, respectively. We do not compare the I/O cost of $\operatorname{LCCA}_{h}$ with the communication cost of parallel systems since the former is the amount of graph data read into memory while the latter is the amount of intermediate data transferred between machines, which are significantly different.

Intuitively, LCCA ${ }_{h}$ is efficient since (a) it operates on smaller contracted graphs; (b) it inherits graph-level optimization of LCCA; and (c) it finds an $L$-connected supernode from source node as a whole, and skips a supernode in the hierarchy without decontraction as long as its synopsis (encoding the label set of the nodes contracted to the supernode) contains no label in the query.
PageRank. Figure 5(c) shows that on average, (1) $\mathrm{PRA}_{h}$ is 5.3 and 6.8 times faster than GraphChi and COST on Friendster, respectively. (2) It is $12.4 \%$ slower than Mosaic on Friendster, since PRA $_{h}$ has to decontract superedges. (3) Parallel systems ran faster than $P R A_{h}$ when using sufficient machines, since I/O dominates the cost of PR. (4) As shown in Fig. 5(h), the I/O cost of PRA $_{h}$ is only $23.5 \%$ of that of GraphChi, and is comparable to those of COST and Mosaic.
Subgraph isomorphism. As shown in Fig. 5(d), (1) SubA ${ }_{h}$ beats COST and Mosaic by 14.4 and 4.8 times on Hollywood. (2) Single-machine SubA $_{h}$ is faster than GRAPE, PowerGraph, Gemini and LA3 when the latter used $n=1,6,3,6$ machines, respectively. GraphChi ran out of memory or spends more than 2 hours, since it requires substantial graph traversal and can not adopt graph-level optimization. SubA $_{h}$ does well by using label synopses to prune supernodes.
Connected component, clique decision and regular path query. We find the following. (1) Figure 5(e) shows that on average, (a) $C C A_{h}$ beats COST, GraphChi and Mosaic by 26.4, 1716.8 and 217.0 times

| Graph | HCon | GraphChi | Mosaic | COST | PowerGraph | GRAPE | Gemini | LA3 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| DBpedia | $1.3 \mathrm{G}, 159 \mathrm{M}$ | 953 M | 979 M | 854 M | 5.3 G | 2.1 G | 6.1 G | 8.7 G |
| Traffic | $928 \mathrm{M}, 152 \mathrm{M}$ | 629 M | 831 M | 625 M | 3.1 G | 1.1 G | 4.9 G | 10.2 G |
| Twitter | $28.1 \mathrm{G}, 2.98 \mathrm{G}$ | 21 G | 27.4 G | 18.3 G | 126 G | 104 G | 72.1 G | 61.7 G |
| Friendster | $34.6 \mathrm{G}, 3.89 \mathrm{G}$ | 37 G | 39.1 G | 28.5 G | 148 G | 131 G | 90.7 G | 93.3 G |
| UKWeb | $60.5 \mathrm{G}, 3.92 \mathrm{G}$ | 62 G | 46 G | 51.3 G | 307 G | 283 G | 142.4 G | 221 G |
| Hollywood | $722 \mathrm{M}, 185 \mathrm{M}$ | 885 M | 801 M | 861 M | 3.4 G | 1.9 G | 5.2 G | 7.4 G |
| Patent | $285 \mathrm{M}, 66 \mathrm{M}$ | 254 M | 366 M | 237 M | 1.6 G | 0.7 G | 2.4 G | 4.7 G |

Table 4: Space cost of HCon and competitor systems
on UKWeb, respectively. (b) $\mathrm{CCA}_{h}$ is 404.8, 1.4 and 8.1 times faster than PowerGraph, Gemini and LA3 when they use $n=6$ machines, respectively, and it is faster than GRAPE with $n=5$. CCA $_{\mathrm{h}}$ is efficient since it only uses $G_{k}$ at the top of $\mathcal{H}$. In addition, it decontracts neither supernodes nor superedges, i.e., it incurs no I/O.
(2) As shown in Figure 5(f), $\mathrm{CDA}_{\mathrm{h}}$ is 12.9 times faster than COST on UKWeb, by using synopses to find an initial maximum clique that is near-optimal in size, while GraphChi, Mosaic, PowerGraph, Gemini and LA3 ran out of memory for CD.
(3) As shown in Figure 5(g), RPQA ${ }_{h}$ is 15.7, 17.3 and 1.8 times faster than COST, GraphChi and Mosaic on DBpedia, by using synopses to prune supernodes. Moreover, $\mathrm{RPQA}_{\mathrm{h}}$ is faster than PowerGraph, GRAPE and LA3 when they use 5, 1 and 1 machines, respectively.

These also show that to perform comparably with memory-based approaches, our scheme could support query classes of different types even when the memory is only $7.6 \%$ of the graph size. For PR, LCC, Sublso, CC, CD and RPQ, it outperforms not only prior singlemachine solutions COST, GraphChi and Mosaic, in both runtime and I/O cost, but also parallel systems that use more machines.

In principle, our hierarchical scheme is able to handle arbitrary queries on a graph of an arbitrary size with a single machine (subject to constraints of the underlying operating system), i.e., there is no lower bound for the main-memory capacity for the input graphs. Nonetheless, when the memory is too small, I/O cost may substantially increase. We experimentally find that when the memory is $3 \%$ of the graph size, the query evaluation efficiency of our scheme is on average 9.1 times slower than memory-based system GRAPE with 6 machines, except CC that basically does not decontract.
Exp-2: Impact of each structure. We next evaluated the impact of contracting each regular structure. Based on Table 2, we took contraction of the first 3 types of regular structures as the baseline, and tested the impact of each component on query evaluation by disabling it, using all the datasets. As shown in Table 3, the average slowdown by disabling each of the first 3 structures is (a) $34.8 \%$, $12.8 \%$ and $5.7 \%$ for LCC, (b) $4.6 \%, 1.7 \%$ and $1.1 \%$ for PR, and (c) $22.1 \%$, $9.0 \%$ and $5.9 \%$ for Sublso, respectively. We can see that the impact of each regular structure is consistent with the contraction order $T(G)$ (Section 3.1). The results on CC, CD and RPQ are consistent.

We also studied the impact of the contraction order of Section 3.1. We tested the impact of (a) RE, by reversing the order, and (b) EX, by exchanging between different types of graphs, e.g., we used the order for social networks to contract road networks, which may not preserve the frequent regular structures of road networks. The average slowdown of RE and EX is $5.6 \%$ and $18.4 \%$, respectively. These justify the contraction order proposed in Section 3.1.

Exp-3: Space. We tested space cost of our scheme by measuring its disk and memory usage, including the cost of storing node and edge labels. The contracted graphs $G_{1}-G_{k-1}$ with their contraction
schemes are stored in disk, and $G_{k}$ at the top level resides in memory. We measured the disk usage of disk-based GraphChi, Mosaic and COST, and the memory usage of memory-based ones, i.e., all parallel systems. Table 4 shows the results in which the two numbers in the column for HCon report its disk and memory usage, respectively. As shown there, (1) HCon takes on average $22.8 \%$ more space than GraphChi, COST and Mosaic, while its query answering is much faster as shown earlier. (2) PowerGraph, GRAPE, Gemini and LA3 take on average 3.4 times more space than HCon.
Exp-4: Efficiency of (incremental) contraction. We next evaluated the efficiency of HCon and IncHCon versus GraphChi and Mosaic. Varying the size $|\Delta G|$ of updates from $5 \%$ of $|G|$ up to $30 \%$, Figures $5(\mathrm{i})-5(\mathrm{j})$ report the results on Friendster and UKWeb, respectively. On average, (1) HCon is 1.8 times slower than GraphChi on Friendster and UKWeb, since contraction is more complicated than graph partition of GraphChi; nonetheless, query processing on the hierarchy contracted by HCon is much faster as shown earlier; this justifies the one-time offline contraction cost of HCon. HCon is 1.6 times faster than Mosaic, since Mosaic compresses edges by Hilbert order, which requires one global sorting. (2) The cost of synopses computation for the six query classes is low; it only accounts for $33.1 \%$ of the total cost of HCon. (3) Incremental IncHCon is faster than HCon even when $|\Delta G|$ is up to $25 \%|G|$. It is 4.94 and 4.82 times faster on the two graphs when $|\Delta G|=5 \%|G|$, and is 28.3 and 32.2 times faster when $|\Delta G|=1 \%|G|$. The results are consistent when $\Delta G$ consists of insertions only or deletions only (not shown). These justify the need of incremental contraction.
Preprocessing. To explore on-chip parallelism of our hierarchy scheme, graphs are first edge-cut partitioned into fragments and then contracted into hierarchy by HCon, while GraphChi and Mosaic directly split graphs into disjoint intervals without edgecut partitioning. We find that on average, the preprocessing time (including the costs of partitioning and HCon) of our scheme is 1.5 times faster than Mosaic, and is 1.9 times slower than GraphChi.

Exp-5: Scalability. Finally, we evaluated our (incremental) contraction scheme for its (1) scalability with graph size $|G|$, and (2) scalability with the ratio $M /|G|$ of memory limit to graph size.
Scalability on $|G|$. Varying the size $|G|=(|V|,|E|)$ of synthetic graphs from $(100 M, 1.2 B)$ to $(500 M, 6 B)$, we tested the scalability of HCon and IncHCon (fixing $|\Delta G|=1 \%|G|$ and $5 \%|G|$ for IncHCon). We set memory limit $M$ as 2GB. As shown in Fig. 5(k), (1) HCon and IncHCon still work well when $|G|$ is 22.2 times of the memory. (2) Both scale well when $G$ grows. When $|\Delta G|=1 \%|G|$, IncHCon takes 96 s on $G$ with 100 M nodes and 1.2B edges. In practice, $|\Delta G| \leq$ $0.1 \%|G|$ for large $G$; in this case, IncHCon takes at most 26.1 s .
Scalability on $M /|G|$. We evaluated the scalability of the contraction scheme with $M /|G|$ using Twitter. We varied $M /|G|$ from 0.2 to 1 (when $M /|G|=1$, Twitter could fit in the memory without contraction). Here LCCA is a full-memory single-machine implementation [10, 16]. As shown in Fig. 5(l), (1) $\mathrm{LCCA}_{h}$ is still faster than COST, GraphChi and Mosaic when $M /|G|$ is 0.2 . (2) When $M /|G|$ is 0.4, LCCA $_{\mathrm{h}}$ is faster than the full-memory computation of LCC. The results for the other five query classes and on the other graphs are consistent (not shown). These verify that our scheme
can efficiently answer queries on big graphs with limited memory.
On-chip parallelism. On average, on a single machine with 16 cores, $\mathrm{LCCA}_{h}, \mathrm{PRA}_{h}, \mathrm{CC} A_{h}, \mathrm{CDA}_{h}, \mathrm{SubA}_{h}$ and $\mathrm{RPQA}_{h}$ are on average 5.9 times faster than on a machine with one core.

Summary. From the experiments we find the followings.
(1) The scheme enables a single machine to efficiently query big graphs $G$, even when memory is as small as $7.6 \%$ of $|G|$.
(2) On average, the scheme is (a) $7.3,5.2,14.4,26.4,12.9$ and 15.7 times faster than COST for LCC, PR, Sublso, CC, CD and RPQ, (b) 1083.5, 5.3, 1716.8 and 17.3 times faster than GraphChi for LCC, PR, CC and RPQ (for Sublso and CD, GraphChi either ran out of memory or could not finish within 2 hours); and (c) 24.3, 4.8, 217.0 and 1.8 times faster than Mosaic for LCC, Sublso, CC and RPQ (Mosaic ran out of memory for CD), respectively. For the 6 algorithms, it reduces the I/O cost of these three systems by $40.5 \%$.
(3) For some algorithms it outperforms parallel systems that use multiple machines. It is faster than (a) GRAPE for LCC, Sublso, CC and RPQ when GRAPE used 2, 1, 5 and 1 machines, (b) Gemini for LCC, Sublso and CC with 6, 3 and 6 machines, (c) LA3 for LCC, Sublso, CC and RPQ with 6, 6, 6 and 1 machines, and (d) it is 74.3, 1.3, 2.4 and 404.7 times faster than PowerGraph that used 6 machines for LCC, PR, Sublso and CC, respectively. PowerGraph, Gemini and LA3 ran out of memory on CD even with 6 machines; and for PR and CD, GRAPE requires at least 3 machines on Friendster.
(4) The total space cost of our scheme is comparable to that of disk-based COST, GraphChi and Mosaic; it is on average 3.4 times less than that of PowerGraph, GRAPE, Gemini and LA3.
(5) IncHCon is faster than HC on when $|\Delta G|$ is up to $25 \%|G|$, and is 30.2 times faster when $|\Delta G|=1 \%|G|$. Moreover, HCon and IncHCon scale well with large graphs. On graphs with 6.5 billion nodes and edges, IncHCon takes at most 26.1 s when $|\Delta G| \leq 0.1 \%|G|$, while in practice, updates to large graphs rarely exceed $0.1 \%|G|$.

## 7 CONCLUSION

We have proposed a hierarchical contraction scheme for a single machine to support multiple applications on graphs that do not fit in memory. We have shown how to adapt existing single-machine algorithms to the same scheme and compute exact answers for representative query classes, without decontracting supernodes of regular structures. We have also provided an incremental algorithm to maintain the hierarchy, and shown its boundedness. Our experimental study has verified that the scheme is effective.

One future work is to extend the scheme to train GCN [44] with a single machine. To reduce heavy sampling cost of GCN models, e.g., GraphSAGE [38], one could develop an online contraction scheme. It iteratively contracts nodes that bear stable and similar embeddings into supernodes. The supernodes carry a synopsis to abstract key features of the contracted parts, to be reused in later sampling iterations. This reduces the memory cost and further speeds up the process by making big graphs smaller.
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