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Abstract—Importance of little objects in cars such as door 
handles is obvious, both in daily lives and in industrial 
manufacture. However, since the lack of the distinctive 
appearance and feature, obtaining the location of them is still 
remaining a challenge. This paper proposes an effective approach 
for the detection of the door handles of cars. 

The method innovatively combines frequency and spatial 
domains’ algorithms to detect the location of little objects of cars 
in a relatively large image. To illustrate the method more 
concisely, our method localizes door handles through image 
segmentation and visual saliency detection. First, by segmenting 
the image we can remove the unnecessary area to improve the 
speed and accuracy of our approach. After finding the region of 
interest, our approach uses a visual saliency detection algorithm 
named Spectral Residual Approach which can get the location of 
door handles accurately. 

At last, the approach is tested by different kinds of images of 
vehicles. The results of the experiments show that our approach 
is obvious and practical.   

Keywords—Hough Transformation; Image segmentation; Little 
Landmarks; Saliency Detection; Spectral Residual Model 

I.  INTRODUCTION  
Door handle of a car is usually the first thing we manipulate 

when interacting with the car and the world is full of objects 
like these tiny but useful things which we call little landmarks. 
These little landmarks are barely visible in an image, and it is 
difficult for us to detect their locations. Automatically 
localizing door handles of a car in images is challenging, since 
they do not have a distinctive appearance of their own [1]. 
However, these landmarks are visual attention objects and they 
are largely defined by their context. For most cars, the position 
of their door handles is similar. They are placed in the middle 
area between car wheels and car windows and the wheels and 
windows have their own distinctive appearances. Almost all 
car wheels are round and the bottom of most car windows, 
which connect the windows with the car body, is linear. These 
are two main characteristics and they are easily recognized in 
an image through image processing skills. 

When a person looks at an image, he/she may pay much 
visual attention on a small region while paying less attention on 
other regions according to the human visual system [2,3]. 

Visual attention is an important method to perceive the world 
around humans and it has been widely studied in many fields. 
Saliency detection is an effective way to find the visual 
attention region in images with computation on their feathers. 
Recently, saliency detection has been widely used in object 
detection, object recognition and image/video compression [4-
8]. 

We describe a method to localize the door handles of a car 
which combining image segmentation and visual saliency 
detection. We handle the tiny landmarks localization problems 
with visual attention detection because we consider tiny 
landmarks as saliency objects. For most car images, the 
background has some visual attention objects and we need to 
remove them before saliency detection, so our method 
segments the middle area which only has door handles and car 
body from the original image firstly and then we use Spectral 
Residual Saliency Model [9] to generate saliency map of this 
little area in order to localize the target tiny objects. 

II. RELATRD WORK 
Landmark localization has been well researched in the past 

few years especially in the field of human pose estimation [10] 
and bird part localization [11,12]. However, the above-
mentioned methods are aiming to detect objects which are 
large and distinctive [13]. And there is not so much work 
existing for localizing little landmarks. Since little landmarks 
are largely defined by their context, therefore the method of 
using context to localize little landmarks has been studied 
recently [14, 15]. 

On the other hand, saliency detection has been studied since 
1980s, and now a great number of methods proposed which 
can be classified into two categories: biologically inspired [16
17] and learning based models [18]. Most saliency detection 
methods are biologically inspired which are developed based 
on the understanding of human visual systems. The most 
representative work on saliency detection is Itti’s model [19], 
which combines center-surrounded features of color, intensity 
and orientation together. Most of the detection models focus on 
summarizing the properties of target objects. However, general 
properties shared by various categories of objects are not likely 
to exist. Hou et al. [9] proposed a method named Spectrum 
Residual Model and they pose this problem in an alternative 
way to explore the properties of the backgrounds.  
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Fig. 2.  Steps of the Image Segmentation stage

Singh [20] proposed a method using full convolution 
networks (FCNs) to find a sequence of latent landmarks which 
are useful for finding the little landmark. Inspired by his 
method and Hou’s saliency model, we proposed our method 
which combines the image segmentation and saliency detection 
ways to localize little landmarks. Instead of using a method 
related to Convolution Neural Network [21-24], a simple 
image segmentation algorithm is used here to detect the context 
of a car and then the Spectrum Residual Model is applied to 
find car door handles, which performs well in the experiment. 

III.  PROPOSED METHOD 
Our method is mainly divided into three main stages. Fig. 1 

provides an overview of our method. 

A. Stage 1: Image Segmentation 
We use a way to segment image with its context. Inspired 

by Zhu’s stereo-matching algorithm [25, 26], we classify the 
objects in an image into two different kinds. One is distinct 
object which occupies a large area with remarkable shape 
features and color features and we call it latent landmark. The 
other is a little object which we call it target landmark. In most 
cases, the size of latent landmarks is larger than target 
landmarks so it is convenient for us to localize them first. 

In a car, we consider car wheels and car windows as latent 
landmarks while considering car door handles as target 
landmarks. We divided this stage into several stages and Fig. 2 
presents all steps of this stage. 

1) Step1: Average filter 
Since we need to use image difference in the following 

steps so we need to use average filter ( )nh x,y  to remove 

noise from the image ( )I x,y . The result image ( )M x,y can be 
approximated by convoluting the input image: 

 ( ) ( ) ( )nM x,y h x,y I x,y= ∗   (1) 

Where ( )nh x,y  is an n n×  matrix defined by 

 ( )n 2

1 1
1h x,y
n

1 1
=   (2) 

in our method, n equals 3. 
2) Step2: Localize car wheel 
All car wheels are round and they can be described by 

circles. A circle can be described by 3 parameters which are 
the coordinate of the center of a circle and the length of radius. 

 
Center Abscissa
Center Ordinate

x
Circle y

r Radius
=   (3) 

Hough Gradient transformation is used here to detect 
circles. Firstly, Canny Edge Detecting Method is utilized to 
get the edge image. For each non-zero point in the edge image, 
we calculate the gradient of these points in the image and label 
them. After that, drawing lines along the gradient direction 
and the opposite direction then calculate the number of points 
which pass through the line is counted in the accumulator. 
Larger the number of points in the accumulator, more likely it 
is the center of the circle. Location of the car wheels is 
detected in this way. In the end, we draw a line above the car 
wheels as a segmentation line in order to remove information 
beneath this line. 

3) Step3: Localize car windows  
For most cars, the bottom of car windows is linear and has 

a distinct appearance from the car body. We use these features 
to extract the bottom line of the car window with edge 
detecting algorithm. 

First, we utilize Sobel Gradient Operator to calculate the 
gradient in the vertical direction of the image so that we can 
obtain the horizontal edge lines. Fig. 3 shows the result of this  
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Fig. 3.  Result of the Localize car windows 

step. It is obvious that the bottom line is distinctive. Same as 
the last step, then we utilize Hough Line Transform to get the 
position of the bottom line. 

4) Step4: Find the range of interest (ROI) 
After localizing the location of car wheels and the bottom 

line of car windows accurately, we use the coordinate of car 
wheels and bottom line to remove pixels locates above the 
bottom line of car windows and pixels under the segmentation 
line so that we can get the middle area (ROI). 

B. Stage2: Saliency Detection, Spectral Residual Model 
After getting the ROI which only has the car handles and 

car body, we use saliency detection method to generate a 
saliency map. According to efficient coding perspective theory 
[27], the image information H(Image) is divided into two 
parts:  

 

 
Fig. 5. Examples of Log Spectrum Curve 

 
 ( ) ( ) ( )H Image H Innovation H Prior Knowledge= +   (4) 

H(Innovation) denotes the novel part, and H(Prior 
Knowledge) is the redundant information that should be 
suppressed by a coding system. 

Spectral Residual Model is used to process an image in the 
frequency domain. When we analyze an image in the 
frequency domain, the 1/f law [28] suggests that the amplitude 
of the average Fourier spectrum of a natural image obeys a 
distribution:  

 ( ){ }f fΕ Α ∝ 1/   (5) 

which means the log intensity decreases as the frequency 
going up [29]. Fig. 5 presents examples of Log spectrum 
curve. This law shows that the log spectrum of different 
images has similar trends. Therefore, when we think about an 
average log spectrum of up to 100 images, it becomes smooth 
and continuous. Similarities imply redundancies, so for a 
single image, in its log spectrum, what deserves our attention 
is the information that jumps out of the smooth curves, and 
this is the saliency area. 



 
Fig. 6.  Results of every stage 

Therefore, given the ROI image ( )F x,y , we do the following 
steps to get a saliency map. All steps of this stage are 
presented in Fig. 4. 

1) Step1: 
The two-dimensional Fourier transform is performed on a 

given image and we get the amplitude spectrum ( )fΑ  and 

phase spectrum ( )P f : 

 ( ) ( )( )A f I x= ℜ F   (6) 

 ( ) ( )( )P f I x= ℑ F   (7) 

2) Step2:  
Adopting the log transformation to amplitude spectrum to 

get a log spectrum representation ( )L f : 

 ( ) ( )( )L f =log A f   (8) 

3) Step3: 

Adopting a local average filter ( )nh f  to take the average 
of log spectrum and we define this as the average log 
spectrum. And spectral residual ( )R f  can be obtained by: 

 ( ) ( ) ( )R f L f - A f=   (9) 

4) Step4:  
The spectral residual contains the innovation of an image. 

Using Inverse Fourier Transform, we can obtain the output 
image in spatial domain. And in order to have better visual 
effects, smoothing the output image with a Gaussian filter 
( )31 31×  and we can finally get a saliency map 

 ( ) ( ) ( ) ( )( ) 21S x g x exp R f P f−= ∗ +F   (10) 

 

C. Stage3: Morphologic Processing 
After obtaining the saliency map of the ROI image, we 

need to do some additional work to get the position of car door 
handles. First, we use simple threshold segmentation to detect 
objects in a saliency map. Given ( )D x of the saliency map, the 

object map ( )O x obtained: 

 ( ) ( )1 if D x threshold
O x =

0 otherwise
>

  (11) 

During our test, we set ( )( )threshold=E S x 2.5× , 

where ( )( )E S x  is the average intensity of the saliency map. 
The selection of threshold is a trade-off problem and its value 
could be changed among different saliency images. 

However, the edge of ROI, some other objects such as car 
fuel tank cap, will also become saliency objects and these false 
objects will cause some misrecognition in some case. In most 
cases, car door handles cover the largest area in the saliency 
map. Therefore, we use morphological erode operator to erode 
the binary saliency map and then we can obtain the final 
position of car door handles. 

 

IV. EXPERIMENTAL RESULT 
In order to verify the effect of the proposed method, we 

tested our method on the Stanford Cars dataset [30], which 
contains cars of nearly all classes. We select some images 
which are taken in front of car door handles as testing images. 
All the experiments selected C++ environment as the 
implementation language. Xcode 8.3.3 was used as the 
development environment. CPU with Intel Core i5, 2.60GHz 
and 8G memory size. 



Fig.6 shows two series of results of every stage in our 
method. Fig. 3 (a) and Fig. 3 (e) are the input image of the 
experiment, Fig. 3 (b) and Fig. 3 (f) show the ROI after 
segmentation, Fig. 3 (c) and Fig. 3 (g) are the saliency map 
smoothed with a Gaussian filter and Fig. 3 (d) and Fig. 3 (h) 
show the final location of the door handle. It is obvious that 
the regions of interest cover only car door handles and car 
body, thus the saliency maps consider door handles as the 
most salient area. The final result images present the 
practicality of our method in detecting little objects of cars. 

However, since we use traditional algorithm to localize car 
wheels and windows, therefore for some images which cars 
have a strange position, our method failed to detect them. In 
addition to that, the graffiti and inkjet in cars may cause 
mistakes in saliency detection so that our method will show a 
wrong result. 

V. FURTHER WORK 
We developed our method by finding the shape of car 

wheels and windows in traditional ways, so this method is 
largely constrained by the photo position of a car. Our method 
performs poor due to this reason in some images, so the 
potential work is to train better classifier to detect car wheels 
and windows instead of traditional image processing algorithm. 

Furthermore, we use saliency detection model based on the 
frequency domain, it performs well in most cases whereas it 
presents non-sense results sometimes. Moreover, we can apply 
our method into the measuring system of machine vision [31, 
32]. Due to the deep learning network, we can apply more 
efficient and accurate model in our method to improve the 
practicality of our method. 

VI. CONCLUSION 
This paper describes a novel approach to localize little 

landmarks of cars such as door handles by image segmentation 
and saliency detection. Different from other methods which 
aim at detecting objects, we focus on context instead of object 
itself so the major part of our work is to using image 
processing ways to detect car windows and car wheels in an 
image. Our approach combines algorithms both in spatial and 
frequency domain. We segment the input image into region of 
interest which has only car body and car door handles, after 
which considering door handles as saliency objects and use 
spectral residual model to generate saliency map which 
focuses on the position of car door handles.  

We evaluate the performance of our method in some car 
datasets and the result shows that the door handles of most 
cars are saliency objects so they can be localized via our 
methods, which confirms the practicability of our method. 
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